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Abstract

Background: Variable selection is an important issue in many fields such as public health and psychology.
Researchers often gather data on many variables of interest and then are faced with two challenging goals:
building an accurate model with few predictors, and making probabilistic statements (inference) about this
model. Unfortunately, it is currently difficult to attain these goals with the two most popular methods for
variable selection methods: stepwise selection and LASSO. The aim of the present study was to demonstrate
the use predictive projection feature selection — a novel Bayesian variable selection method that delivers both
predictive power and inference. We apply predictive projection to a sample of New Zealand young adults,
use it to build a compact model for predicting well-being, and compare it to other variable selection
methods.

Methods: The sample consisted of 791 young adults (ages 18 to 25, 71.7% female) living in Dunedin, New
Zealand who had taken part in the Daily Life Study in 2013-2014. Participants completed a 13-day online
daily diary assessment of their well-being and a range of lifestyle variables (e.g., sleep, physical activity, diet
variables). The participants’ diary data was averaged across days and analyzed cross-sectionally to identify
predictors of average flourishing. Predictive projection was used to select as few predictors as necessary to
approximate the predictive accuracy of a reference model with all 28 predictors. Predictive projection was
also compared to other variable selection methods, including stepwise selection and LASSO.

Results: Three predictors were sufficient to approximate the predictions of the reference model: higher sleep
quality, less trouble concentrating, and more servings of fruit. The performance of the projected submodel
generalized well. Compared to other variable selection methods, predictive projection produced models with
either matching or slightly worse performance; however, this performance was achieved with much fewer
predictors.
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practical variable selection problem.

behaviors, Sleep, Diet, Exercise

Conclusion: Predictive projection was used to efficiently arrive at a compact model with good predictive accuracy.
The predictors selected into the submodel — felt refreshed after waking up, had less trouble concentrating, and ate
more servings of fruit — were all theoretically meaningful. Our findings showcase the utility of predictive projection in a
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Background
Variable selection is an important topic in public health,
well-being, and other fields. Researchers often collect
data on large numbers of variables (predictors) that are
plausibly related to the outcome of interest, and then try
to find an optimal subset of the predictors that can max-
imally predict the outcome measure [26, 28, 54]. For ex-
ample, in health and well-being research, researchers
may collect data on many demographic, lifestyle, and
psychological variables, and then aim to build a compact
model with fewer variables that can accurately predict
the participants’ self-reported well-being. There are im-
portant reasons for why researchers might choose to
prefer a more compact model - simpler models align
with the core scientific principle of parsimony, and are
by definition easier to interpret [26]. Importantly, the
simplified model should still be able to fulfil two import-
ant functions. First, its performance should be close to
that of the original model, and should generalize to new,
out-of-sample data. Second, researchers should be able
make probabilistic statements about it — how uncertain
is the selection, how variable is the model’s performance,
and, perhaps most importantly, how strong and reliable
are the relationships between the selected predictors and
the outcome [69]. Ideally, variable selection should pro-
duce models that simultaneously provide both of these
important functions: predictive power and inference.
Additionally, variable selection is often necessary be-
cause the exact set of predictors to be included in the
model is simply not known. This goes against the core
assumption in traditional regression modelling that all
important predictors should be known a-priori. How-
ever, across many fields, the theory is rarely as strong as
to determine the set of predictors to include in the
model exactly, and there are choices to be made [26, 36,
74]. Under favourable circumstances, variable selection
can be done by fitting all possible models and keeping
the best one. This is possible when the number of candi-
date predictors is small; however, with many predictors,
this best-subset approach quickly becomes computation-
ally expensive — with k predictors, there are 2% models
that need to be fitted and evaluated (e.g. 1024 models
with 10 predictors, 1,048,576 models with 20 predictors
[26, 35];). Specialized variable selection methods are thus

necessary to reduce the computational burden and make
the task of finding the optimal subset of predictors
possible.

Currently, there are two widely used variable selection
methods: stepwise selection [16], and the least absolute
shrinkage and selection operator [71]. Stepwise selection
is the more traditional method of the two, and is charac-
terized by building up the model step-by-step, each time
either adding or subtracting a predictor based on some
pre-specified criterion (typically either p-values or infor-
mation criteria such as the AIC or BIC [80];). LASSO is
a newer, popular machine learning method, in which
models are typically fitted via the efficient least-angle re-
gression (LARS) algorithm [15]. LARS resembles for-
ward stepwise regression except that instead of adding
or removing predictors wholesale, the predictor slopes
are continuously increased towards their least-squares
solution. A key additional feature of LASSO is that the
method places a constraint or a limited “budget” on the
sum of the absolute predictor slopes [72], via the penal-
ization parameter lambda. The constraint on the sum of
the predictor slopes produces shrinkage — the slopes are
shrunk towards zero when compared to classical least
squares estimates, and this in turn leads to better out-of-
sample predictive performance [87]. The optimal value
of lambda is typically tuned through k-fold cross-
validation — a procedure in which the data are split into
k parts, and then k - 1 parts are repeatedly are used for
model fitting, with the leftover part always used for
model evaluation [3, 25, 44].

Unfortunately, at the present moment, it is difficult to ob-
tain predictive power and inference simultaneously with
stepwise selection and LASSO. Stepwise selection has major
issues when it comes to predictive power, since it suffers
from overfitting — it is liable to select predictors that fit to
pure noise in the data, and shows poor out-of-sample pre-
dictive performance as a result [17, 35, 70, 80]. Overfitting is
a well-known problem in machine learning: extra parameters
always make a model more flexible and allow it to fit the data
better, and so even completely irrelevant predictors can os-
tensibly improve a model’s fit [24, 27]. Overfit models seem
to explain the data at hand well (as indicated by good per-
formance metrics, such as high R? low RMSE). However,
this performance does not generalize, and so overfit models
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end up performing poorly when faced with new data. Im-
portantly, some authors have argued that overfitting may be
one of the less-known causes of replication crisis, in that
some research findings may fail to replicate not because of
any ill-will of the researchers but because they are supported
by fragile trends that are idiosyncratic to the training data
[86]. Stepwise selection is liable to overfitting, especially when
p-values are used as the criterion for adding or subtracting
predictors [17, 35, 70, 80]. In contrast, LASSO models are
specifically designed to counteract overfitting. By penalizing
the sum of the absolute slopes, LASSO models produce
more restrained predictions that generalize well to new data.
However, both stepwise regression and LASSO are lacking
when it comes to inference. In stepwise selection, classical in-
ferential tools such as p-values and confidence intervals are
sometimes used to summarize the final model. Yet, these p-
values and confidence intervals are invalid because they ig-
nore the selection procedure [17, 45, 66, 67, 80]. In LASSO,
classical inferential tools were simply not available for a long
time, and while some methods for inference with have been
developed recently, they are fairly involved, and the area is
still undergoing development [4, 69].

Predictive projection feature selection is a novel
method for variable selection within the Bayesian frame-
work [56] that delivers both predictive performance and
inference. The method consists of two steps. At the first
step, a flexible reference model is fitted using all avail-
able predictors. At the second step, smaller submodels
are fitted to approximate the reference model’s predic-
tions, using projection. Finally, the smallest submodel
which makes predictions “similar enough” to those of
the reference model is selected (i.e., the submodel with
estimated performance matching the reference model
within some uncertainty bound, such as one standard
error [56];). To avoid overfitting, the submodels are
compared to the reference model on cross-validated pre-
diction accuracy, via the efficient Bayesian approxima-
tion of leave-one-out cross-validation: Pareto-smoothed
importance sampling leave-one-out cross-validation
(PSIS-LOO [75];). There are three key advantages to pre-
dictive projection feature selection: it selects a parsimo-
nious model with good predictive accuracy, is robust to
overfitting, and produces a valid posterior distribution
that can be used for inference just like in any other
Bayesian posterior [56]. That is, the posterior distribu-
tion of the projected submodel can be used to make
statements about the uncertainty in the model’s per-
formance and its parameters, for example by summariz-
ing these via credible intervals.

Applying Bayesian predictive projection: predictors of
well-being

In the present paper, we applied predictive projection
feature selection on a dataset related to well-being. The
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issue of variable selection arises frequently in well-being
research. Determining which factors are associated with
greater well-being is important because there is robust
evidence showing that psychological well-being is linked
with slew of positive outcomes including better physical
health and greater longevity [12, 39-42, 62]. Past re-
search has identified predictors of well-being on many
levels, including socioeconomic trends and policies, such
as population density, income inequality, and strength of
social welfare systems [13, 31, 47, 55, 68], community
and family factors, such as childhood socioeconomic sta-
tus (SES [58];). Particularly interesting to well-being re-
searchers are individual-level lifestyle factors such as
sleep, diet, and exercise, as these can be modified and
can thus be target for intervention studies. Among these
health habits, sleep quality has been consistently shown
as one of the strongest predictors of well-being [38, 57,
61, 64, 78, 82]. Diet quality has also been linked with
well-being — specifically, fruit and vegetable consump-
tion has been shown to be associated with greater well-
being in observational [1, 5, 10, 33, 52, 59, 61], prospect-
ive [32], micro-longitudinal or daily diary [32, 48, 77, 79]
and experimental studies [9, 34]. Conversely, poor diet
as indicated by soft drink and fast-food consumption has
also been linked to lower well-being [29, 52, 61]. Finally,
exercise has been linked to greater well-being [13, 21,
23, 61]. The question arises though, which of these life-
style factors, or possibly other demographically related
factors (such as BMI, SES, age, gender, etc.) offers the
most compact and efficient model predicting well-being?

In the present study, we demonstrate the use of predict-
ive projection feature selection by constructing a compact
model for predicting well-being, using data from a sample
of 791 young adults. The participants took part in the
2013 and 2014 waves of the Daily Life Study, a daily diary
study of the health and well-being of young adults in Dun-
edin, New Zealand. Well-being was surveyed every day for
13 days using the 8-item Flourishing Scale [14] adapted
for daily measurement. We first fitted a Bayesian multiple
regression reference model, predicting average daily flour-
ishing cross-sectionally from 28 candidate well-being pre-
dictors. The candidate predictors included demographic
and background variables (e.g., age, gender, childhood
SES, BMI), and an extensive range of lifestyle variables
assessed in the daily diary related to stress (stress, most
stressful event of the day), somatic symptoms (e.g. tired-
ness, lack of ability to concentrate), diet-related variables
(e.g. fruit and vegetable consumption), and health habit
variables (e.g. sleep quality/quantity, exercise). After fitting
the reference model, we used predictive projection to find
a smallest possible submodel that would predict average
daily flourishing almost as well as the reference model. Fi-
nally, we compared predictive projection to stepwise selec-
tion and LASSO.
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Method

Software and packages

Throughout our entire workflow, we used the program-
ming language R, version 3.6.3 [63]. For general-purpose
Bayesian modelling, we used the brms package [7], which
provides an interface to the state-of-the-art Bayesian stat-
istical programming language Stan [8]. For predictive pro-
jection feature selection, we used the projpred package
[56]. For additional packages used, see Appendix A.

Participants and procedure

Participants came from the second two waves (2013/
2014) of the Daily Life Study, a daily diary study asses-
sing the psychological well-being and daily health habits
in a large sample of young adults living in Dunedin,
New Zealand (total n =821, 71.7% female). The Daily
Life Study was run across four years from 2011 to 2014;
however, we selected participants from the 2013/2014
waves only because the information that was collected
changed over time and fewer variables of interest were
collected during the 2011/2012 waves (for example, no
diet-related variables). Most of the participants were
University of Otago students, and all were between 17
and 25 years old (m =19.73, sd = 1.73). About half of the
participants (57.2%) were recruited via psychology
courses, the rest were recruited via physical advertising
(22.1%) and online recruitment (20.7%). The over-
representation of females in our sample may have been
due to the over-representation in the target population
(young University students in New Zealand), as well as
the characteristics of the study (micro-longitudinal study
focused on health and well-being). The majority of par-
ticipants were New Zealand European/Pakeha (77.5%),
followed by Asian (10.6%), and Maori/Pacifica partici-
pants (5.4%). Participants of all other ethnicities made
up 6.4% of the sample and were aggregated into one cat-
egory. The participants first completed an initial survey
on demographics, and then starting the next day were
tracked across 13 days via an online daily diary com-
pleted each night between 3 and 8 pm. Participants also
attended a single clinic visit during which height and
weight was recorded and used to compute BMIL.

Measures, data cleaning, and preprocessing

A list of measures with reliabilities and descriptive statis-
tics can be found in the Supplementary Materials. We
used the following demographic variables (n=5) from
the initial survey: age, gender, ethnicity, self-reported
childhood socioeconomic status (SES [22];), and a meas-
ure of body mass index (BMI). From the daily survey, we
took the daily flourishing scale items [14], as well as all
stress self-assessment, somatic self-assessment, diet-
related, and health habit variables (total # = 22) that were
measured for the entirety of 2013-2014 and could be
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theoretically linked with flourishing (see Supplementary
Materials for detailed description of all survey items and
response options). While most of the 22 variables
assessed the participants’ state on the day of reporting,
some of the variables also assessed the participants’ state
on the night before. Of the 22 variables, the stress self-
assessment variables (n=2) were: felt stressed today,
most stressful event today. The somatic self-assessment
variables (n=5) were: felt tired today, felt rundown
today, felt cold or flu today, had hangover today, and
had trouble concentrating today. The diet-related (n =
11) variables were: servings of fruit today, servings of
vegetables today, servings of sweets today, servings of
soft drink today, servings of chips today, servings of fruit
last night, servings of vegetables last night, servings of
sweets last night, servings of soft drink last night, serv-
ings of chips last night, and standard drinks of alcohol
last night. The health habits (n = 4) were: hours slept last
night (sleep quantity), felt refreshed after waking up
today (sleep quality), minutes physically active today,
and minutes spent in nature today. Most variables were
reported on a 5-point Likert scale, (0 =not at all, 1=a
little, 2 = somewhat, 3 =moderately, 4 =very). Drinking
alcohol, sleep quantity, time spent in nature, physical ac-
tivity, and the diet related variables were freely reported
in the specified units (standard drinks, hours, and mi-
nutes, respectively, and servings).

Figure 1 presents a flow diagram of data cleaning. We
excluded those participants who had provided fewer than
7 diary records (out of 13 possible) across the course of
the study (n =25). Across all daily variables, we dropped
the first two days of observations to account for initial ele-
vation bias — the tendency of participants to over-report
symptoms in the beginning of longitudinal studies [65].
To make sure that excluding the first two days did not
bias our results, we ran a sensitivity analysis (see Supple-
mentary Materials). Additionally, there were 0.5% of miss-
ing values across all 29 daily variables (8 flourishing items
+ 22 lifestyle habits). All variables except for minutes spent
in nature today were missing less than 1.5% of all values.
The minutes spent in nature variable was missing 4.35%
of all values, and there were several participants for whom
all or majority (>50%) of values were missing. Because of
the number of missing values, we decided to drop the
variable, we again ran sensitivity analysis to show that its
exclusion did not affect the selection (see Supplementary
Materials). After excluding the time spent in nature vari-
able, the daily (# = 21) and demographic (z = 5) made up a
total of 26 variables. Because the ethnicity variable had
four levels, this added two additional dummy predictors,
and so there were in the end 28 predictors, including
dummy variables. We did not impute 0.4% of missing
values that were left after excluding the time spent nature
variable, as the values for each variable would be averaged
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Daily Life Study (2011-2014)
n = 1470 (19,111 observations)

Included (n = 791; 9,248 observations)

Year 2013-2014
Completed 7+ diary records
BMI and SES information present

Included (7,754 observations)

Days 3-13

Training data (n = 593)

75% of the data

Fig. 1 Flow diagram of the data selection procedure. Not applicable

Y \

Y \

Excluded (n = 679)

Year 2011-2012: n = 649
Fewer than 7 diary records: n = 25
Missing BMI information: n = 4
Missing SES information: n =1

Excluded (1,494 observations)

Days 1 & 2 (initial elevation bias)

Test data (n = 198)

25% of the data

across days for each participant. As for demographic vari-
ables, there were four participants missing their BMI in-
formation, and one participant missing two out of the
three of the childhood SES items. These five participants
were dropped from the analysis. Thus, the final sample
consisted of 791 participants. Dropping the 30 participants
from our had little effect on the demographic variables.
The mean age in the final sample was 19.72 (sd = 1.73),
and a majority of participants were female (72.3%). Most
of the participants retained for analysis were New Zealand
European/Pakeha (77.5%), followed by Asian (10.8%),
Maori/Pacifica (5.4%) participants, with the rest making
up 6.3% of the sample.

The eight flourishing scale items were averaged into
one daily flourishing variable. Following that, all vari-
ables from the daily survey were averaged across days
(including the newly created daily flourishing variable).
Additionally, childhood SES was averaged across items
as well. Finally, all continuous variables were centred
and scaled to 1-unit standard deviation.

Statistical analyses and modeling
Prior to fitting any models, we randomly split our data
into a training set (75%; n =593) and test set (25%, n =

198). The training data was used to fit all models. The
test data was used to validate the models’ predictions on
held-out data. All relevant statistics are reported for both
the training and test data.

We first fitted a Bayesian multiple regression as the
reference model, predicting average daily flourishing
from all 28 candidate well-being predictors (21 daily pre-
dictors, 5 demographic predictors, with 2 additional
dummy predictors for ethnicity). We used weakly in-
formative normal priors for the predictor slopes and the
intercept (normal: mean =0, sd = 1). For model standard
deviation, we also used a weakly informative prior (half-
normal: mean =0, sd =1). As for sampling, we ran four
chains of 4000 iterations, with 2000 iterations of warm-
up and 2000 iterations of sampling each. The chains
were run in parallel to speed up convergence.

After fitting the reference model, we used predictive
projection feature selection to fit a submodel with fewer
predictors that would give similar predictions to the full
model. To implement predictive projection, we used the
projpred package [56]. The variables were entered into
the submodels using L1 search (projpred default for > 20
variables) and the submodels’ predictive performance
was evaluated and compared using expected log
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predictive density (ELPD) obtained through PSIS-LOO
cv (Pareto-smoothed importance sampling leave-one-out
cross-validation; [75]). For the optimal submodel, we
chose the smallest submodel that had ELPD within 1
standard error of the reference model (1SE-submodel;
projpred default). That is, using this rule, we chose the
smallest submodel which was expected to perform the
same as/outperform the reference model with at least
16% probability (and perform worse with 84%
probability).

Finally, we compared the predictive performance of pre-
dictive projection feature selection to five other models:
the original reference model (Bayesian multiple regres-
sion), a frequentist multiple regression model with all pre-
dictors, frequentist stepwise selection model using p-
values, frequentist stepwise selection model using Akaike
Information criterion [2], LASSO with minimum cross-
validated RMSE (min-LASSO), and LASSO with cross-
validated RMSE within 1 SE of the minimum (1SE-
LASSO). R does not provide a default function for step-
wise selection using p-values so we used a publicly avail-
able R code that implements an SPSS-like stepwise
selection with p-values [51]. Besides the projected 1SE-
submodel described above, we also included in the
comparison a projected submodel with cross-validated
predictive performance set to match reference model, that
is, the smallest possible projection submodel for which
there was at least 50% probability that it would perform as
well as/better than the reference model. In total, eight
models were compared. To evaluate the performance of
all models, we used root mean squared error (RMSE) and

. 2 Varg,
Bayesian R” = Var + Var

. Bayesian R” is a generalization of
classical R?, with the advantage that it can incorporate
posterior uncertainty and remains bounded below 1 (with
0 indicating no predictive power and 1 indicating perfect
predictive power), even in the presence of strong priors
and weak data [19]. Here we used Bayesian R* just as a
convenient summary of predictive performance that we
could compare: a) between training and test data, and b)

across models on test data only.

Results

The reference model converged well, with no divergent
transitions and good R values (all ~ 1), indicating that
the chains mixed well [20]. All parameters had a good
effective sample size (all > 5000). The model passed sim-
ple posterior predictive checks and visual checks of re-
siduals did not reveal any heteroscedasticity or gross
non-linear trends (see Supplementary Materials). There
were few outliers with very low average daily flourishing
in the data; however, when we evaluated the model via
PSIS-LOO c¢v, we found no evidence of these
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observations having a disproportionate influence on the
model fit, as indicated by satisfactory Pareto-k values (all
“good”, k<0.5; see Supplementary Materials). On the
training data, the reference model had a Bayesian R* of
0.359 (0.308-0.405, 95% credible interval; CI) and a
model standard deviation/RMSE of 0.821 (0.774—0.870
95% CI), indicating a moderately good predictive
performance.

Using the predictive projection, we found that the
submodel based on the 1SE rule, which included only 3
predictors, made predictions that were similar enough
to those of the reference model with all 28 predictors.
The sensibility of the 1SE rule was confirmed with a
visual check of the feature selection trajectory, which
showed that predictive performance did seem to stop
improving after 3 predictors (see Fig. 2a). On the train-
ing data, the 1SE-submodel had a Bayesian R* of 0.267
(0.213-0.323, 95% CI) and a model standard deviation/
RMSE of 0.878 (0.826-0.931 95% CI). The 1SE-
submodel’s predictions were strongly correlated with
the reference model’s predictions (Pearson r=0.897,
see Fig. 2b). The three predictors in the optimal submo-
del, in order as they were entered into the submodel,
were: felt refreshed after waking up today (0.377,
0.306-0.453 95% CI), had trouble concentrating today
(-0.211, -0.281 — -0.138 95% CI), and servings of
fruit today (0.132, 0.065-0.200 95% CI; see Fig. 3a). We
tested the submodel’s performance on the independent
test data and it performed well, with an observed
Bayesian R* of 0.253 and an observed RMSE of 0.884
(see Fig. 3b).

The results of the comparison of variable selection
methods are shown in Table 1. The overall trend was
that the largest models had the best predictive accuracy,
as assessed by test data R* and RMSE: frequentist mul-
tiple regression reference model (28 predictors; R*:
0.332, RMSE: 0.858), reference model (28 predictors; R%
0.331, RMSE: 0.858) and the min-LASSO (23 predictors;
R*: 0.283, RMSE: 0.857). Based on Bayesian R” alone, the
models that performed the best were: frequentist mul-
tiple regression (0.332), the reference model (0.331),
AIC-stepwise (0.315), matched-submodel (0.284), min-
LASSO (0.283), p-stepwise (0.275), 1SE-submodel
(0.253), 1SE-LASSO (0.139). Based on RMSE, the models
that performed the best were: the reference model
(0.858), the frequentist multiple regression (0.858), min-
LASSO (0.857), matched-submodel, p-stepwise (0.864),
p-stepwise (0.871), AIC-stepwise (0.871), 1SE-submodel
(0.883), 1SE-LASSO (0.893). In terms of the numbers of
selected predictors, predictive projection produced the
simplest models, with 1SE-submodel containing only 3
predictors and the matched projection submodel con-
taining 6 predictors, fewer than any of the other
methods apart from 1SE-LASSO (4 predictors).
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Discussion

Using predictive projection feature selection, we found
that only three of the 28 candidate well-being predictors
were sufficient to approximate the predictions of a large
reference model with all 28 predictors. Specifically, par-
ticipants who reported feeling more refreshed after wak-
ing up, having less trouble concentrating, and eating
more servings of fruit scored highest in their average

submodel on test data and found that its predictive per-
formance generalized well to new data, with perform-
ance measured by RMSE and Bayesian R* only slightly
worse than on the training data and well-within the
training data uncertainty bounds. Lastly, we also found
that, when comparing predictive projection to other
variable selection methods, larger models generally
tended to have better predictive accuracy on test data.

daily flourishing. We tested the optimal 3-predictor However, predictive projection tended to produce
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Fig. 3 Credible intervals for predictors in the submodel and scatterplot of submodel’s predictions vs. observed values. Marginal posterior distributions
of predictors selected for the submodel (in order: felt refreshed after waking up today, had trouble concentrating today, servings of fruit today). b)
Average daily flourishing predicted by the submodel vs. observed daily flourishing (unseen test data), with overlaid least squares fit
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Table 1 Comparison of variable selection methods
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Model R2  RMSE # of selected predictors Selected predictors

Reference model 0331 0.858 (28) -

Freq. multiple regression 0332 0858 (28 -

Projected submodel (1 SE) 0253 0883 3 Felt refreshed after waking up today, had trouble concentrating today,
servings of fruit today

Projected submodel (matched) 0284 0864 6 Felt refreshed after waking up today, had trouble concentrating today,
servings of fruit today, servings of soft drink last night, servings of
vegetables today, gender: female

Stepwise selection (AIC) 0315 0872 10 Felt refreshed after waking up today, ethnicity: asian, had trouble
concentrating today, gender: female, servings of soft drink last night,
servings of sweets today, servings of sweets last night, felt tired today,
servings of fruit today, bmi

Stepwise selection (p-values) 0275 0871 8 Felt refreshed after waking up today, had trouble concentrating today,
gender: female, servings of sweets today, felt tired today, servings of
sweets last night, servings of fruit today, servings of soft drink last night

LASSO (1 SE) 0139 0897 4 Felt refreshed after waking up today, had trouble concentrating today,
servings of fruit today, servings of soft drink last night

LASSO (min.) 0283 0857 23 -

Summary statistics of model selection strategies, showing test data RMSE and Bayesian R?, number of selected predictors, and the names of the significant
predictors (where 10 or fewer predictors were selected, ranked by absolute slope size)

smaller models, and the projection submodel matched
to the reference model performed better than stepwise
selection based on p-values, with fewer predictors.

The projected 1SE-submodel had somewhat worse
predictive accuracy on test data than most of the other
variable selection methods, as measured by RMSE and
Bayesian R yet it achieved this performance with much
fewer selected predictors than the other methods. In
fact, the 1SE-submodel had better test data performance
(as indicated by both RMSE and R?) than the second
smallest model — 1SE-LASSO — which included an add-
itional predictor. The other models included at least
twice as many predictors as the projected 1SE-submodel
or more. Interestingly, 1SE-LASSO had a particularly
low Bayesian R®. However, this was due to strong
shrinkage — the model predicted only a narrow range of
outcomes which lead to very small variance in predic-
tions (the numerator in Bayesian R? see Supplementary
Materials). The reason why large models performed the
best in our study is most likely because we had used a
relatively large training sample (n=593). Overfitting is
less of a concern the when ratio of training observations
to the number of predictors is large [50], as was the case
in our study. The more regularizing methods, namely
the 1SE predictive projection and 1SE LASSO, may have
performed comparatively better, if the training sample
had been smaller. Still, predictive projection produced a
well-performing model, considering it had contained
only 3 predictors.

It is also important to highlight that while the two
stepwise models and the min-LASSO model had higher
test-data predictive accuracy than the projected 1SE-
submodel, none of these models can be readily used for

inference. The stepwise models cannot be used for infer-
ence because the p-values and standard errors from
these models are not adjusted for the selection and as
such do not control for type-1 error [17, 66]. As for
LASSO, the tools for inference with these models are
still undergoing development [4, 69]. The projected sub-
models, on the other hand, have a valid posterior distri-
bution [56] and thus can be used for inference.

The fact that the submodel with only three predictors
was sufficient to predict almost as much variation in
average daily flourishing as the reference model with all
28 predictors does not suggest that the left out 25 pre-
dictors have no relationship with flourishing. Instead,
our results suggest that the three selected predictors are
the strongest predictors of average daily flourishing, at
least among groups of correlated predictors. For ex-
ample, inasmuch as diet is related to flourishing, our re-
sults suggest that fruit consumption may be the
strongest indicator of good diet and flourishing, as indi-
cated by the fact that it was the earliest from the group
of diet-related predictors in the feature selection trajec-
tory, and was the only diet-related predictor that was
present in the optimal submodel. Likewise, while there
were several correlated candidate predictors related to
fatigue and somatic issues, the fact that having (less)
trouble concentrating was the first and only predictor
from this group selected into the optimal submodel sug-
gests that it may be the strongest somatic predictor of
well-being.

The three predictors selected into the projected sub-
model are all theoretically meaningful within the field of
well-being research. The first predictor selected into the
submodel was sleep quality — how refreshed participants
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felt after waking up, on their average day. Sleep quality
has been consistently shown to be one of the strongest
predictors of well-being, especially in young adults, with
poor sleep quality being strongly linked to poor mental
health outcomes including symptoms of depression ([57,
64, 78]; S.-R [82, 84].). Additionally, while sleep quality
has often been shown to be an important predictor of
well-being, sleep quantity has not [57, 78], and this is
congruent with our results — while sleep quality was en-
tered into the submodels early along the feature selec-
tion trajectory, sleep quantity was only entered long
after any improvement in predictive accuracy was
shown, indicating a lack of predictive power. The second
predictor selected into the submodel was how much
trouble concentrating a participant had on their average
day. This results is also meaningful — having trouble
concentrating is one of the key symptoms of the major
depressive disorder (MDD), and is often assessed by
diagnostic scales, such as the popular CES-D scale [43]
and the DSSS scale [30]. Finally, the third and the last
predictor entered into the submodel was daytime fruit
consumption. As discussed above, the fact that daytime
fruit consumption was the first diet-related predictor to
be selected in the feature selection trajectory and the
only diet-related predictor that made it into the submo-
del suggests that it may be one of the strongest indica-
tors of diet quality, as it relates to flourishing. Fruit and
vegetable consumption has been previously shown to
predict psychological well-being and flourishing [5, 9,
10, 29, 53, 60]. There were other diet related predictors
entered into the submodel early along the feature selec-
tion trajectory, namely (lower) night-time soft drink con-
sumption and daytime vegetable consumption as the 4th
and 5th predictors, respectively. However, based on the
1 SE rule, fruit consumption only was sufficient to ap-
proximate the reference model’s predictions, suggesting
that fruit consumption may contain enough information
about the quality of one’s diet to make other diet-related
predictors redundant. Additionally, there is evidence that
raw fruit and vegetables are stronger predictors of well-
being than cooked fruit and vegetables [6, 82], and since
fruit is more often eaten raw, general fruit consumption
may be a stronger indicator of good diet than vegetable
consumption. Be it as it may, sleep quality, having
trouble concentrating, and fruit consumption are all
meaningful predictors within the well-being literature.
Our study has several limitations. First, the predictive
performance of predictive projection and the other
methods was evaluated on only one independent test
set. As such, the RMSE and R* values we obtained in
our study may be subject to sampling variation. While
this is an issue, our main goal was to demonstrate the
use of predictive projection and show that it is a viable
alternative to the other methods — not to firmly prove
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that it has superior predictive performance. Even if other
methods predict better, they are still lacking when it
comes to inference. Future studies may use simulation
to compare predictive performance of predictive projec-
tion, LASSO, and stepwise selection, under different
conditions such as sample size and distribution of effect
sizes. Second, as was mentioned earlier, the fact that
only three variables were selected into the optimal sub-
model does not mean that the other predictors are not
related to well-being. Therefore, we cannot conclude
that the three predictors are the only predictors of flour-
ishing, only that they are sufficient to predict it with
high degree of accuracy, similar to the model with all 28
predictors. Third, given that our data is observational,
we cannot make causal claims about the predictors’ in-
fluence. When we say that a predictor predicts higher
average daily flourishing, we mean that participants with
higher values in the predictor tend to report higher aver-
age daily flourishing. In concrete terms, poor sleep, lack
of ability to concentrate, and poor diet, may not cause
low well-being, but instead may be just indicators or
even a product of low well-being. While the lack of abil-
ity to make directional causal claims is certainly a limita-
tion, analyses of observational data are important and
necessary to identify possible targets of interventions, to
be investigated in follow up research. Fourth, our sample
was relatively homogenous, consisting of young, mostly
female, mostly Caucasian, college-age adults (age-range
17-25years) from New Zealand. Thus, the findings are
not necessarily likely to generalize to other populations.
For example, young adults tend to be at an increased
risk for poor sleep quality [49], and so the strong associ-
ation between sleep quality and well-being in our sample
may be tied to the demographic characteristics of our
sample. Ultimately, the only concrete evidence for
generalizability is direct replication [44, 85]. Fifth, as our
outcome measure, we used the Flourishing Scale [14],
and while this is a popular measure of well-being, it is
by far not the only one. There is an extensive amount of
theoretical work comparing the different ways of meas-
uring well-being that is outside the scope of the present
article; however, it may be interesting to see how much
the results from predictive projection generalize to other
well-being scales. Finally, while our data comes from a
micro-longitudinal daily diary study, we only analysed
our data cross-sectionally. There are several reasons for
why we did not analyse the within-person patterns over
time. First off, predictive projection feature selection is
not yet implemented for mixed effects models [56] and
so at the present moment we do not have the ability to
build within-participants models in the same way as we
did across participants. Second, while we could use the
three predictors from the submodel to fit a within-
participant mixed effects model, there is no guarantee
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that the three strongest cross-sectional predictors of
flourishing across participants will also be the strongest
predictors of flourishing within-participants — in fact,
this is unlikely (Simpson’s paradox; see [76]). As such,
we believe that repeated measures analyses using mixed
effects models are outside of the scope of this article.

Conclusion

We have demonstrated that how predictive projection
feature selection can be used to build compact models
with good predictive power that can also be used for in-
ference. Specifically, we were able to accurately predict
average daily flourishing across young adults in our sam-
ple with a model that used information from just three
predictors: how refreshed the participants felt after wak-
ing up, how much trouble they had concentrating, and
how many servings of fruit they ate on their average day.
That is, using a model with only three predictors, we
were able to obtain a predictive accuracy that was fairly
comparable to that of a large model with all 28 predic-
tors. Compared with the other variable selection
methods, predictive projection performed adequately
and produced much more parsimonious models. Our
final submodel was congruent with established findings
in the well-being literature, in that sleep quality was
more strongly associated with better well-being than
sleep quantity, having trouble concentrating was related
to lower well-being, and having good dietary habits (as
indicated by fruit consumption) was related to higher
well-being. Finally, variable selection is a common issue
that arises frequently across many fields. The currently
popular methods for variable selection (stepwise selec-
tion, LASSO) do not produce models that simultan-
eously provide good out-of-sample prediction and valid,
straightforward inference. Predictive projection is both
robust to overfitting and provides valid Bayesian infer-
ence, but has not yet been widely adopted. We believe
that predictive projection is a method with great utility
and we hope the present article shows how it can be
used to solve practical variable selection problems.

Appendix

For data wrangling and visualization, we used the tidy-
verse package [81]. For general-purpose Bayesian model-
ling, we used the brms [7] — a package that provides an
accessible interface to the state-of-the-art Bayesian statis-
tical programming language Stan [8]. For predictive pro-
jection feature selection, we used the projpred package
[56]. For Pareto-smoothed importance sampling leave-
one-out cross-validation (PSIS-LOO), we used the loo
package [75], and for model checking and visualization,
we used the bayesplot package [18]. Additional packages
used include pander [11], naniar [73], cowplot [83],
ggcorrplot [37], and labelled [46].
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