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Abstract
Background Dyslipidemia, characterized by variations in plasma lipid profiles, poses a global health threat linked to 
millions of deaths annually.

Objectives This study focuses on predicting dyslipidemia incidence using machine learning methods, addressing 
the crucial need for early identification and intervention.

Methods The dataset, derived from the Lifestyle Promotion Project (LPP) in East Azerbaijan Province, Iran, undergoes 
a comprehensive preprocessing, merging, and null handling process. Target selection involves five distinct 
dyslipidemia-related variables. Normalization techniques and three feature selection algorithms are applied to 
enhance predictive modeling.

Result The study results underscore the potential of different machine learning algorithms, specifically multi-layer 
perceptron neural network (MLP), in reaching higher performance metrics such as accuracy, F1 score, sensitivity 
and specificity, among other machine learning methods. Among other algorithms, Random Forest also showed 
remarkable accuracies and outperformed K-Nearest Neighbors (KNN) in metrics like precision, recall, and F1 score. 
The study’s emphasis on feature selection detected meaningful patterns among five target variables related to 
dyslipidemia, indicating fundamental shared unities among dyslipidemia-related factors. Features such as waist 
circumference, serum vitamin D, blood pressure, sex, age, diabetes, and physical activity related to dyslipidemia.

Conclusion These results cooperatively highlight the complex nature of dyslipidemia and its connections with 
numerous factors, strengthening the importance of applying machine learning methods to understand and predict 
its incidence precisely.

Keywords Dyslipidemia, Machine learning, Predictive modeling, Lifestyle promotion project, Multi-layer perceptron 
neural network, Random forest, Data preprocessing, Feature selection
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Introduction
Dyslipidemia is described as changes in the plasma lipid 
profile which contains increased cholesterol, high low-
density lipoprotein, elevated triglyceride, and low high-
density lipoprotein [1]. It is connected to more than 
four million deaths every year all around the world [2]. 
These conditions can make human beings susceptible to 
some other diseases such as cardiovascular disease [1, 3], 
stroke [4], non-alcoholic fatty liver disease (NAFLD), and 
acute pancreatitis [5]. In 2016, Parray et al. declared that 
dyslipidemia was detected in 82.6% of men and 47.6% of 
women in the range of 5–9 years old and 24.7% of men 
and 35.9% of women in the range of 15–19 years old in 
Kashmir [6]. In 2019, Sadegh Tabrizi et al. showed that 
hypercholesterolemia, elevated LDL-C, hypertriglyceri-
demia, low HDL-C, and dyslipidemia was seen in 29.4%, 
10.3%, 62.3%, 41.4%, and 83.3% of the population in 
urban and rural areas of the Northwest of Iran [7].

As dyslipidemia is one of the important risk factors 
for coronary artery disease, stroke [8], non-alcoholic 
fatty liver disease (NAFLD) [9], chronic kidney disease, 
diabetic nephropathy [10], preeclampsia [11], airflow 
obstruction [12], and dementia [13], it is crucial to pre-
dict its incidence both in people who are at risk but do 
not have this condition yet and people who already suffer 
from it. Screening and treatment of juveniles with dys-
lipidemia have eminent significance in decreasing car-
diovascular disease in the future [14]. Paying attention to 
drugs, healthy nutrition, and proper lifestyles of people at 
risk of dyslipidemia is important [7].

Artificial Intelligence (AI) is useful in medicine in sev-
eral regions including screening [15], disease diagnosis, 
drug development, and treatments [16]. Recently, the 
idea of using AI for analyzing data is one of the notable 
topics [17]. AI assists in managing and determining large 
datasets effectively with high accuracy [17, 18]. Feature 
extraction is another method that can give us a better 
comprehension of the data with a suitable prediction 
precision [17]. Machine Learning (ML) techniques were 
used for categorizing high risk patients for COVID-19 in 
addition to its diagnosis [18].

Ensemble learning is an approach in machine learn-
ing that aims to boost predictive accuracy by merging 
predictions from multiple models. This methodology 
looks for minimizing prediction errors that may hap-
pen due to overgeneralization [19]. By utilizing a varied 
set of models that operate individually, ensemble meth-
ods can efficiently moderate prediction errors. Funda-
mentally, the ensemble method aggregates the unique 
outputs to produce a combined prediction. Regardless 
of containing multiple basis models, the ensemble acts 
and provides outputs as if it were a single model [20, 21]. 
The fundamental point of ensemble models is to inte-
grate multiple weak learners into robust learners, thereby 

enhancing overall model accuracy [22]. Common sources 
of inconsistencies between actual and predicted values in 
machine learning models include noise, variability, and 
bias [23]. Bagging, boosting, stacking, and voting, are 
among the notable approaches in this domain, offering 
improved predictive performance by combining the out-
puts of multiple base learners [24, 25]. One of the most 
frequently used ensembled algorithms is voting [22]. Vot-
ing classifiers combine predictions from individual mod-
els to improve accuracy and robustness [21, 25]. While 
ensemble methods have shown promise in various appli-
cations, including disease prediction and diagnosis, their 
specific role in predicting dyslipidemia requires further 
investigation.

Several recent studies have investigated the use of 
machine learning algorithms in predicting dyslipidemia 
and correlated factors.

Cui et al., demonstrated superior performance of long 
short-term memory (LSTM) method, a subset of deep 
learning, in predicting dyslipidemia among steel work-
ers achieving accuracy exceeding 95% [26]. In contrast, 
traditional recurrent neural networks showed lower 
accuracy [26]. In France, researchers used boosted ver-
sion of Logistic regression (LR), decision tree models and 
XGBoost to predict diabetes incidence, with accuracies 
ranging from 67 to 77% [27]. Marateb et al., applied vari-
ous machine learning algorithms, including supported 
vector machines, decision trees, neural networks, and 
logistic regression, to predict dyslipidemia in children 
and juveniles, achieving an average accuracy and preci-
sion of 92% and 94% respectively. [2].

Gutiérrez-Esparza et al., analyzed a dataset of 2,621 
participants to identify major factors associated with 
dyslipidemia, such as body mass index, age, and anxiety. 
The Random Forest algorithm showed the highest effi-
cacy, with an 80% accuracy in predicting dyslipidemia 
risk [28]. Using deep learning techniques, Hyerim Kim 
et al., investigated the influence of nutritional intake on 
dyslipidemia, revealing moderate accuracy (0.58%) in 
dyslipidemia prediction among participants aged 40 to 69 
years [29]. Tavolinejad et al., remarked that the random 
forest model ensemble model showed advanced predic-
tive accuracy for hypertension care coverage, with an 
AUC going beyond 0.89 for all machine learning models. 
They stated that younger age, male sex, and being single/
divorced were steadily related to a reduced probability of 
obtaining care [30].

Akyea et al., showed that ensemble learning outper-
formed basic machine learning algorithms in detection of 
familial hypercholesterolemia (FH). achieving AUC val-
ues beyond 0.89, compared to logistic regression with an 
AUC of 0.81 [31].

Ensemble learning has been employed across various 
domains, near or far from the medical domain, beyond 
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these studies. Buyrukoğlu et al., demonstrated the superi-
ority of machine learning models, particularly AdaBoost, 
in accurately predicting the population of Escherichia 
coli in agricultural ponds based on weather station mea-
surements [32]. In a study focusing on early prediction 
of type 2 diabetes, Buyrukoğlu proposed a hybrid feature 
selection approach combining correlation matrix with 
heatmap and sequential forward selection, effectively 
identifying optimal features for diabetes detection, and 
outperforming other machine learning algorithms [33].

Despite these advancements, there is a lack of recent 
studies predicting dyslipidemia incidence in Iran using 
machine learning and ensemble learning methods. 
Hence, our study aims to fill this gap by predicting dyslip-
idemia incidence based on data from Lifestyle Promotion 
Project (LPP) using machine learning algorithms.

Research questions

  • How do different machine learning algorithms, 
including ensemble models, perform in predicting 
dyslipidemia incidence?

  • What are the key factors associated with 
dyslipidemia according to the machine learning 
models?

Methods
To ensure the proposed method effectively addresses the 
research problems identified, we adopted a comprehen-
sive approach integrating machine learning techniques 
with lifestyle promotion project dataset. The LPP, a lon-
gitudinal community-based initiative aimed at prevent-
ing and controlling non-communicable diseases (NCDs) 
in East Azerbaijan Province, Iran. The design had two 
important parts; stage I was a cross-sectional prevalence 
study of NCDs and their associated risk factors which 
was accomplished from Feb 2014 to Apr 2014. Stage II 
was a prospective follow-up study initiated in Feb 2016 
[34]. In phase I, 3000 patients (15–65 years) who were 
1500 households (150 clusters) living in East Azerbai-
jan province were selected inadvertently based on postal 
code from six cities in this province. You can find com-
prehensive details in the study protocol [35]. The study 
explores the use of LPP in Iran to prevent non-commu-
nicable diseases in developing countries, focusing on 
discrepancies in NCD frequency and results before and 
after lifestyle interventions [34].

Dataset
The LPP study dataset was used to collect information 
on risk factors according to WHO format, including 
socio-demographic, Angina, smoking, physical activ-
ity, anxiety, diet, food security, food safety, biochemical 

measurements, daily intakes, biomedical parameters, and 
lifestyle promotion interventions.

Preprocess and merging
The study involved collecting data from four sepa-
rate sources, each with unique columns. Merging the 
data required a comprehensive analysis, rather than 
using pandas.merge. Two sources contained biomedi-
cal assessment data, while the remaining files contained 
physical examinations, questionnaire responses, and 
missing data.

1. The code read two CSV files into separate dfs, df1 
and df2, and specified columns using commands like 
set = set(df.columns), diff = sorted(set1 - set2). It 
then copied columns, reorders df2 according to df1, 
and iterated over columns to check if they exist.

2. The second step involved combining data from two 
biomedical sources, questionnaires, and physical 
assessments to create an integrated data set for 
further analysis.

3. According to our inclusion criteria, patients with at 
least one of the biomedical test results: Fast Blood 
Sugar, Ferritin, Anemia, Alanine transaminase, 
Cholesterol, High-Density Lipoprotein, Hemoglobin, 
Aspartate aminotransferase, Serum Vitamin D 
status, were included. The pandas library was used 
to create a df of data, resulting in a csv file with 548 
columns and 8814 rows.

Null handling
We used Python packages numpy and pandas to handle 
null and missing data in the dataset. We converted col-
umns to numeric values and identified missing or empty 
columns and remove them from the dataset. We also 
assigned numerical values to empty cells to represent fea-
tures, according to the team’s expert opinion. The final 
dataset consisted of 502 columns for patients and 132 
rows for features and targets.

Target selection
To achieve the study purpose, our team’s expert selected 
5 distinct target columns representing or related to dys-
lipidemia: “Dyslipidemia” and “HDL category” which 
were categorized in 2 classes (presence or absence / low 
or high). “Cholesterol category” which was categorized in 
3 classes indicating the order of blood cholesterol levels 
from 1 (the lowest) to 3 (the highest). Similarly “Triglyc-
eride rating” and “LDL rating” which were categorized in 
4 classes representing Triglyceride and LDL cholesterol 
levels from 1 (the lowest) to 4 (the highest).
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Normalization
The dataset was scaled using three normalization meth-
ods: StandardScaler, min-max, and robust normaliza-
tion. StandardScaler transforms the data to a mean and 
standard deviation of 1, while MinMaxScaler, rescales 
it in a specific range. RobustScaler rescales the data by 
subtracting the first quartile but is less precise for detect-
ing outlier data. The dataset was converted to a numeric 
format, and targets were extracted. Three scaler dfs were 
instantiated, fitted to the data using their respective fit_
transform methods, and target columns were added to 
each scaled df.

Feature selection
We applied 3 different feature selection algorithms to 
Select 10 best objects associated with each target variable. 
chi-square, mutual information, and ANOVA F-value 
were used to analyze feature importance. Inspired by 
previous studies on feature selection techniques in medi-
cal data analysis, we adopted the Chi-Square method, 
mutual information-based feature selection, and an 
approach utilizing mutual information theory. Sikri et al., 

demonstrated the importance of pre-processing data to 
fulfill the assumptions of the Chi-Square method, high-
lighting its impact on feature ranking [36]. Sulaiman and 
Labadin, proposed a feature selection method based on 
mutual information criterion, showcasing its effective-
ness in improving machine learning model performance 
[37]. Additionally, Hoque et al., introduced a greedy fea-
ture selection method using mutual information theory, 
which demonstrated high classification accuracy across 
multiple datasets [38]. These studies informed our selec-
tion of feature selection techniques and provided valuable 
insights into their application in medical data analysis. 
Three feature selection objects were created using these 
score functions, fitted to imputed data, and the top 10 
features were selected using the SelectKBest class from 
the sklearn.feature_selection module.

In Fig. 1, a visual representation of the comprehensive 
method is presented, illustrating the interplay between 
distinct steps and pathways within each, to achieve our 
goal.

Fig. 1 Unified methodology framework for effective classification and feature-outcome analysis
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Machine learning methods
The dataset was classified using algorithms such as Deci-
sion Tree, K Nearest Neighbor, Naïve Bayes, Random 
Forrest, Support Vector Machine, and Neural Network. 
The selection of machine learning algorithms for dys-
lipidemia prediction was based on their strengths and 
characteristics. Decision Tree (DT) was chosen for its 
simplicity and interpretability, Random Forest (RF) for its 
robustness, Naïve Bayes for its computational efficiency, 
Neural Network (NN) for its ability to model complex 
patterns, K-Nearest Neighbors (KNN), Support Vector 
Machine (SVM), and Ensemble Learning through Voting 
[39–41].

Each algorithm involved setting a random seed, load-
ing the dataset, extracting target columns, converting 
features, splitting data, calculating class weights, training 
the classifier model, evaluating performance using differ-
ent metrics, and plotting results. Three feature selection 
methods were used for each target variable, followed by 
three normalization methods. Nine combinations of fea-
ture selection methods and normalization methods were 
applied to evaluate the performance of each algorithm 
for target variables. Metrics included accuracy, precision, 
recall, F1 score, and specificity. The study establishes a 
novel approach by analyzing the LPP study dataset using 
machine and deep learning techniques and investigat-
ing the optimized performance of each model through 
the intersection of normalization and feature selection 
methods.

In addition to the mentioned machine learning algo-
rithms, an ensemble learning algorithm was trained 
for each target variable using the same normalization 
and feature selection methods. Through the process of 
ensemble learning method individual base classifiers, 
like Decision Tree and Random Forest, were trained on 
the preprocessed dataset using the same normalization 

and feature selection methods for consistency across the 
ensemble. The predictions of these base classifiers were 
then combined using either a “hard” voting scheme, 
where the majority vote determines the final prediction, 
or a “soft” voting scheme, where probabilities predicted 
by each base classifier are averaged. Subsequently, the 
ensemble classifiers underwent evaluation using cross-
validation techniques to estimate their performance on 
unseen data. Accuracy and F1 score were calculated and 
compared with those of individual classifiers. Addition-
ally, confusion matrices are generated to provide detailed 
analysis of the ensemble model’s performance.

For external validation, another study dataset titled 
“Effect of cranberry supplementation on liver enzymes 
and cardiometabolic risk factors in patients with NAFLD: 
a randomized clinical trial” was used [42]. This data-
set included four out of five target variables of interest, 
including LDL, HDL, TG, and cholesterol categories. The 
accuracy of the trained models on this external dataset 
was also reported in the respective target variable tables.

In Fig. 2, the novelty of method, which is an interaction 
between normalization and feature selection methods, is 
presented.

Data availability
The codes used in this article, along with the dataset sup-
porting our conclusions, are accessible via the GitHub 
repository linked here.

Additionally, it’s important to note that three versions 
of the dataset are available, each resulting from a differ-
ent normalization method:

csv1: Result of Min-Max normalizer.
csv2: Result of StandardScaler normalizer.
csv3: Result of RobustScaler normalizer.

Fig. 2 Novelty of the method
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Connection with research questions

To address RQ 1 regarding the performance of machine 
learning algorithms, we applied a range of algorithms and 
ensemble learning techniques, aligning with the study’s 
overarching goal
RQ 2, concerning the identification of key factors 
associated with dyslipidemia, was addressed through 
feature selection methods, which identified the most 
influential features contributing to dyslipidemia risk 
prediction.

Ethical approval and consent to participate
It is crucial to note that the study did not originally 
create a dataset, but rather utilized existing data from 
the Lifestyle Promotion Project (LPP) study. The LPP 
is a longitudinal community-based plan for the pre-
vention and control of non-communicable diseases 
in East Azerbaijan Province, Iran [34]. The use of this 
data aligns with our commitment to ethical consider-
ations and ensures the privacy and confidentiality of 
participants.

Results
We sought to determine the best and optimized com-
bination of feature selection and normalization meth-
ods which would result in the best performance of 
each model for 5 distinct targets: Dyslipidemia and 
HDL Category (2 classes), Cholesterol Category, Tri-
glyceride rating and LDL rating (3, 4 and 4 classes, 
respectively). Below you can see the results that show 
the best feature sets for each algorithm and algorithm 
metrics.

Dyslipidemia target
Table  1 provides information about the best combina-
tion of feature selection and normalization methods and 
the resulting feature sets for each algorithm. Decision 
Tree, Random Forest and Naïve Bayes showed a com-
mon feature set and Neural Network, Support vector 
Machine and KNN showed another. Also as shown in 
Table  1, Neural Network attained the highest accuracy 
of 0.98, surpassing in capturing complicated patterns and 
it stands out as the top performer for this target. Deci-
sion Tree and Random Forest also performed gener-
ally well, with accuracies of 0.84. Evidently Naïve Bayse 
could achieve this accuracy too, but it performed poorly 
in the matter of sensitivity that could represent the per-
formance of this algorithm for assuming independence 
among features, which may not have been true in this 
context. This makes Naïve Bayse a bad option for detec-
tion of positive instances. KNN and SVM showed mod-
erate accuracies, with KNN somewhat beating SVM (0.81 
and 0.68 respectively.

Cholesterol category target
Table 2 analyzed the performance of various algorithms, 
with Neural Network outperforming others by achieving 
an accuracy of 0.88. Decision Tree and Random Forest 
performed well in handling complex data relationships, 
with perfect precision, sensitivity, and specificity (1.0). 
KNN followed closely with an accuracy of 0.61 and mod-
erate performance in precision, sensitivity, and specificity 
(0.89, 0.81, 0.91). Naïve Bayese achieved an accuracy of 
0.61 but struggled in identifying certain classes (sensitiv-
ity of 0.38). SVM might have had challenges in precisely 
splitting data into separate classes (accuracy of 0.49). The 

Table 1 Feature selection, normalization and performance metrics for dyslipidemia target
Algorithm Feature 

selection
Normalization Obtained features from “feature 

selection” and “normalization” 
combination

Accuracy Precision Sensitivity Specificity

Decision 
Tree

Chi2 score MinMax [‘Female Waist Circumference‘(cm), 
‘SerumvitD‘(ng/ml), ‘SerumvitD’ 
(sufficient/deficient), ‘Metabolic 
syndrome‘(yes/no), ‘Total blood 
pressure‘(yes/no), ‘Copper‘(intake/
mcg/day), ‘Chromium‘(intake/mcg/
day), ‘Atocopherol‘(intake/mg/day), 
‘Sugar‘(intake/g/day), ‘Vegetable 
oil‘(intake/g/day)]

0.80 0.99 1.0 0.99

Random 
Forest

Chi2 score MinMax 0.84 0.99 0.98 1.0

Naïve 
Bayes

Chi2 score MinMax 0.84 0.80 0.10 0.98

Neural 
Network

F score STD [‘Female Waist Circumference‘(cm), 
‘History of Anxiety‘(yes/
no), ‘SerumvitD‘(ng/ml), 
‘SerumvitD‘(sufficient or defi-
cient), ‘Metabolic syndrome‘(yes/
no), ‘Carbohydrate‘(intake/g/
day), ‘Chromium‘(intake/mcg/
day), ‘VitaminD‘(intake/mcg/day), 
‘Suger‘(intake/g/day), ‘Vegetable 
oil‘(intake/g/day)]

0.97 0.97 0.83 0.99

Support 
vector 
Machine

F score STD 0.68 0.75 0.74 0.70

KNN F score Robust 0.81 0.99 0.98 1.0
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Table 2 Feature selection, normalization and performance metrics for cholesterol category target
Algorithm Feature 

selection
Normalization Obtained features from 

“feature selection” 
and “normalization” 
combination

Accuracy Precision Sensitivity Specificity External 
dataset 
accuracy

Decision 
Tree

Mutual 
info

MinMax [‘Age’, ‘History of 
diabetes‘(yes/no), ‘Angina 
grade’ (severe/not severe), 
‘SerumvitD‘(ng/ml), ‘Physical 
activity‘(1 = inactive, 2 = mini-
mally, 3 = highly active), 
‘Prehypertension‘(yes/no), 
‘CobalaminB12‘(intake/mcg/
day), ‘Dietary fiber‘(intake/g/
day), ‘Daily serving of 
grains intake‘(intake/g/
day), ‘Daily serving of fats 
intake(intake/g/day)’]

0.61 1.0 1.0 1.0 0.56

Random 
Forest

Mutual 
info

STD and Robust [‘Number of family 
members’, ‘Age’, ‘History of 
diabetes‘(yes/no), ‘Angina 
grade‘(severe/not severe), 
‘serumvitD‘(ng/ml), ‘Physical 
activity‘(1 = inactive, 2 = mini-
mally, 3 = highly active), 
‘Prehypertension‘(yes/no), 
‘CobalaminB12‘(intake/mcg/
day), ‘Dietary fiber‘(intake/g/
day), ‘Daily serving of grains 
intake‘(intake/g/day)]

0.67 1.0 1.0 1.0 0.69

KNN Mutual 
info

STD and Robust 0.61 0.89 0.81 0.91 0.66

Neural 
Network

Mutual 
info

STD and Robust 0.88 0.99 1.0 1.0 0.86

Support 
vector 
Machine

Mutual 
info

STD and Robust [‘Sex’, ‘Age’, ‘Level of 
education‘(illiterate/
undergraduate/col-
lege), ‘Female Waist 
Circumference‘(cm), ‘Male 
Waist Circumference‘(cm), 
‘Hypertension categori-
cal(1 = normal, 2 = Pre-
hypertension, 3 = normal 
with medicine, 4 = Pre-hy-
pertension with medication, 
5 = grade 1, 6 = grade 2), 
‘Blood glucose level(normal/ 
prediabetic/ diabetic)’, ‘Meta-
bolic syndrome‘(yes/no), 
‘Waist to height ratio’, ‘Total 
blood pressure‘(yes/no)]

0.49 0.60 0.63 0.78 0.58

Naïve 
Bayes

Chi2 
score

MinMax [‘Sex’, ‘Age’, ‘Female Waist 
Circumference‘(cm), ‘Male 
Waist Circumference‘(cm), 
‘Hypertension categori-
cal‘(1 = normal, 2 = Pre-
hypertension, 3 = normal 
with medicine, 4 = Pre-hy-
pertension with medication, 
5 = grade 1, 6 = grade 2), ‘Dia-
betic‘(1 = taking medicine 
2 = not taking medicine), 
‘Blood glucose level‘(normal/ 
prediabetic/ diabetic), ‘Meta-
bolic syndrome‘(yes/no), 
‘Total blood pressure‘(yes/
no), ‘EPA‘(intake, mg/day)]

0.61 0.56 0.38 0.69 0.70
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models’ generalization to unseen data beyond the train-
ing set was consistent, with slight variations observed 
between the dataset and the external dataset.

LDL category target
As indicated in Table  3, Decision Tree, Random For-
est, Naïve Bayes, Neural Network, and Support vec-
tor Machine showed a common feature set and KNN 
showed another one. Neural Network outperformed 
other algorithms here as well with the accuracy of 0.97, 
shown in Table 4. Random Forest, KNN, and Decision 
Tree followed it in terms of accuracy (0.89, 0.87 and 
0.82 respectively), however, Decision tree and Random 
Forest showed slightly better performance for other 
criteria compared to KNN (1.0 compared to 0.98, 0.93 

and 0.97). This problem shows the better ability of 
these two algorithms in predicting positive and nega-
tive samples in different classes. SVM also showed an 
overall moderate performance with an accuracy of 
0.67, precision of 0.78, sensitivity of 0.86 and specific-
ity of 0.89. Naïve Bayse though had some challenges 
in detecting positive instances for each category (sen-
sitivity of 0.40). Overall, the models demonstrate con-
sistent performance, with some variations noted in 
accuracy across our dataset and the external validation 
dataset.

Triglyceride category target
As represented in Table 5, this time only Neural Net-
work reported an individual feature set, and all other 

Table 3 Feature selection, normalization performance metrics for LDL category target
Algorithm Feature 

selection
Normalization Obtained features from 

“feature selection” 
and “normalization” 
combination

Accuracy Precision Sensitivity Specificity External 
dataset 
accuracy

Decision 
Tree

Chi2 
score

STD [‘Age’, ‘Level of 
education‘(illiterate/under-
graduate/college), ‘Male 
Waist Circumference‘(cm), 
‘Hypertension categori-
cal(1 = normal, 2 = Pre-hy-
pertension, 3 = normal with 
medicine, 4 = Pre-hyper-
tension with medication, 
5 = grade 1, 6 = grade 2), 
‘Hemoglobin’ (g/dl), ‘Meta-
bolic syndrome‘(yes/no), 
‘Total blood pressure‘(yes/
no), ‘Hypertension 
grade 2‘(SBP > = 140/
DBP > = 90,yes/no), ‘Percent 
of carbohydrate intake from 
total daily calories’, ‘Percent 
of fat intake from total daily 
calories’]

0.82 1.0 1.0 1.0 0.45

Random 
Forest

F score STD 0.89 1.0 1.0 1.0 0.53

Naïve 
Bayes

Chi2 
score

STD 0.72 0.79 0.40 0.82 0.44

Neural 
Network

Chi2 
score

STD 0.97 1.0 1.0 1.0 0.71

Support 
vector 
Machine

Chi2 
score

STD 0.67 0.78 0.86 0.89 0.52

KNN F score Robust [‘Age’, ‘Level of 
education‘(illiterate/under-
graduate/college), ‘Male 
Waist Circumference‘(cm), 
‘Hypertension categori-
cal‘(1 = normal, 2 = Pre-
hypertension, 3 = normal 
with medicine, 4 = Pre-hy-
pertension with medication, 
5 = grade 1, 6 = grade 2), 
‘Hemoglobin‘(g/dl), ‘Meta-
bolic syndrome‘(yes/no), 
‘Total blood pressure‘(yes/
no), ‘Hypertension 
grade 2‘(SBP > = 140/
DBP > = 90,yes/no), ‘Percent 
of carbohydrate intake from 
total daily calories’, ‘Percent 
of fat intake from total daily 
calories’]

0.87 0.98 0.93 0.97 0.51
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algorithms reported another shared one. According to 
Table 5, we can observe an overall decrement in metric 
value compared to other targets. The accuracy range 
was between the minimum of 0.54 (Decision Tree) 
and the maximum of 0.66 (Neural Network). Both 
Neural Network and KNN (accuracy of 0.65), showed 
a reasonable performance in terms of precision, sen-
sitivity, and specificity (0.73, 0.60, 0.88 and 0.93, 0.90, 
0.97 respectively). Decision Tree and Random For-
est demonstrated high precision and sensitivity (both 
0.99), but their low accuracy suggests their inability 
for identification of classes correctly (0.54 and 0.65). 
Naïve Bayse and SVM showed moderate performance 
(accuracies of 0.56 and 0.61), while Naïve Bayse had 
some challenges with sensitivity (0.50) and SVM dem-
onstrated a little more balanced results for sensitivity 
and specificity (0.60 and 0.80). In general, the models 
exhibit stable performance, although slight discrepan-
cies are observed in accuracy between our dataset and 
the external validation dataset.

HDL category target
Table  4 presents the best combination of feature selec-
tion and normalization methods for each algorithm, 
with Decision Tree, Neural Network, Support Vector 
Machine, and KNN showing a common feature set. Neu-
ral Network achieved the highest accuracy of 0.99, sur-
passing Random Forest, Decision Tree, and Naïve Bayes. 
Decision Tree and Random Forest showed superior 
abilities to detect positive and negative instances across 
2 classes (sensitivity 1.0), while Naïve Bayes showed dif-
ficulties in detecting positive instances (sensitivity 0.38). 
The models displayed uniform performance, with minor 
differences in accuracy between the dataset and the 
external validation dataset. The Neural Network was the 
best model for Dyslipidemia Target, achieving an accu-
racy of 0.97. It showed robust performance in capturing 
complicated patterns. Decision Tree and Random Forest 
also demonstrated strong performance in handling com-
plex data relationships. The Neural Network was the best 
for LDL Category Target, followed by Random Forest and 

Table 4 Feature selection, normalization and performance metrics for HDL category target
Algorithm Feature 

selection
Normalization Obtained features from 

“feature selection” and “nor-
malization” combination

Accuracy Precision Sensitivity Specificity External 
dataset 
accuracy

Decision 
Tree

Chi2 score STD [‘Sex’, ‘Age’, ‘BMI (Body Mass 
Index) Category’, ‘History 
of anemia‘(yes/no), ‘Serum 
Ferritin‘(mcg/l), ‘SerumvitD‘(ng/
ml), ‘SerumvitD‘(sufficient/
deficient), ‘Metabolic 
syndrome‘(yes/no), 
‘Carbohydrate‘(intake/g/day), 
‘VitaminD‘(intake/mcg/day)]

0.65 0.73 0.80 0.68 0.81

Neural 
Network

Chi2 score STD 0.99 0.99 0.99 1.0 0.81

Support 
vector 
Machine

fscore STD 0.64 0.70 0.73 0.67 0.77

KNN Chi2 score STD 0.61 1.0 1.0 1.0 0.86

Random 
Forest

Chi2 score MinMax [‘Sex’, ‘Age’, ‘History of Heart 
Disease‘(yes/no), ‘Skipping 
a meal(yes/no)’, ‘Frequency 
of eating at home cooked 
meals’, ‘SerumvitD‘(ng/
ml), ‘SerumvitD‘(sufficient/
deficient), Metabolic 
syndrome‘(yes/no), 
‘Chromium‘(intake/mcg/day), 
Iranian oliy bread‘(intake/g/
day)]

0.67 1.0 1.0 1.0 0.85

Naïve 
Bayes

Mutual 
info

MinMax [‘Occupation‘(employed 
or self-employed, stu-
dent, unemployed), 
‘Cigarette smoking(yes/
no)’, ‘Skipping a meal‘(yes/
no), ‘Serum Ferritin‘(mcg/l), 
‘Metabolic syndrome‘(yes/
no), ‘Semi-solid oil per capita 
intake(intake/g/day)’, ‘Satu-
rated fat intake(intake/g/day)’, 
‘VitaminB3‘(intake/mg/day), 
‘Calcium‘(intake/mg/day), ‘Skin-
less chicken breast‘(intake/g/
day)]

0.65 0.64 0.38 0.81 0.78
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KNN. Decision Tree showed solid performance with an 
accuracy of 0.82. The Neural Network excelled for HDL 
Category Target, with an accuracy of 0.99, followed by 
Random Forest, Decision Tree, and Naïve Bayes.

Ensembled learning
Table  6 compares ensemble model performance across 
target variables and machine learning algorithms. Each 
row represents a specific target variable, and the corre-
sponding ensemble model’s accuracy and F1 score are 

Table 5 Feature selection, normalization and performance metrics for triglyceride category target
Algorithm Feature 

selection
Normalization Obtained features from “fea-

ture selection” and “normal-
ization” combination

Accuracy Precision Sensitivity Specificity External 
dataset 
accuracy

Decision 
Tree

Chi2 
score

STD [‘Female Waist 
Circumference‘(cm), ‘FBS‘(mg/
dl), ‘Diabetic‘(1 = taking 
medicine 2 = not taking 
medicine), ‘Blood glucose 
level‘(normal/ prediabetic/ 
diabetic), ‘ALT‘(U/L (units per 
liter)), ‘Metabolic syndrome‘(yes/
no), ‘Manganese‘(intake/mg/
day), ‘Fluoride(intake/mg/
day)’, ‘Folate‘(intake/mcg/day), 
‘Caffeine‘(intake/mg/day)]

0.54 0.99 0.99 0.99 0.52

Random 
Forest

Chi2 
score

STD 0.65 0.99 0.99 0.99 0.57

Naïve 
Bayes

Chi2 
score

STD 0.56 0.61 0.50 0.85 0.53

KNN Chi2 
score

STD 0.65 0.93 0.90 0.97 0.52

Support 
vector 
Machine

Chi2 
score

STD 0.61 0.69 0.60 0.88 0.54

Neural 
Network

Chi2 
score

MinMax [‘Female Waist 
Circumference‘(cm), ‘Diabet-
ic‘(1 = taking medicine 2 = not 
taking medicine), ‘Blood glucose 
level‘(normal/ prediabetic/ dia-
betic), ‘Metabolic syndrome‘(yes/
no), ‘Physical activity‘(1 = inac-
tive, 2 = minimally, 3 = highly 
active), ‘Manganese‘(intake/mg/
day), ‘Fluoride‘(intake/mg/day), 
‘Caffeine‘(intake/mg/day), ‘Solid 
animal oil‘(intake/g/day), ‘Fat tail 
oil‘(intake/g/day)]

0.66 0.73 0.60 0.88 0.57

Table 6 Comparison of ensemble model performance across different target variables and machine learning algorithms
Target Model Feature Selection Method Metric Ensemble Accuracy F1 score
Dyslipidemia Decision Tree Chi2 MinMax 0.81 1.0

Random Forest
Naïve Bayes
Neural Network F score STD 0.84 1.0
Support Vector Machine

Cholesterol category Random Forest Mutual info STD 0.69 1.0
KNN
Neural Network
Support Vector Machine

LDL category Decision Tree Chi2 STD 0.87 1.0
Naïve Bayes
Neural Network
Support Vector Machine

TG category Decision Tree Chi2 STD 0.61 1.0
Naïve Bayes
Random Forest
Support Vector Machine
KNN

HDL category Decision Tree Chi2 STD 0.62 1.0
Neural Network
KNN
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provided. Ensemble learning methods were applied on 
algorithms that shared specific normalization and fea-
ture selection methods. Ensemble models showed mixed 
performance compared to individual classifiers across 
different target variables. While ensemble models for 
Dyslipidemia and LDL prediction showed higher accura-
cies, they did not consistently outperform individual clas-
sifiers. For instance, in Cholesterol prediction, ensemble 
models achieved an accuracy of 0.69, comparable to indi-
vidual classifier accuracies.

Discussion
Addressing research questions
In response to the first research question regarding the 
performance of different machine learning algorithms, 
our study demonstrated varying levels of efficacy across 
the evaluated models. Notably, the Neural Network, par-
ticularly the multi-layer perceptron (MLP), consistently 
outperformed other algorithms in terms of predictive 
accuracy, precision, recall, and F1 score.

Regarding the second research question on identify-
ing key factors associated with dyslipidemia, our analysis 
revealed several significant features that were consistently 
linked to dyslipidemia across different machine learning 
models.

Models functioning
The aim of this study was to investigate the application 
of different machine learning algorithms in predicting 
the dyslipidemia incidence based on the data of from the 
LPP Study. However, every method has its own limita-
tions. For instance, the efficacy of using machine learn-
ing methods for several domains depends on the feature 
of the data. The dataset may contain uninterpretable or 
insignificant values. Therefore, the process of clean-
ing these ambiguities of the diverse data is a demand-
ing assignment. In addition, choosing a suitable method 
among these algorithms is challenging due to the 

different outcomes of methods depending on the data 
features. Using an incorrect method may lead to confus-
ing results [17].The results of our study demonstrate the 
potential of machine learning algorithms for the predic-
tion using different feature selection and normalization 
methods. Among various algorithms evaluated, the Neu-
ral Network, specifically multi-layer perceptron (MLP), 
generally achieved higher results in terms of accuracy, 
precision recall and F1 score outstanding other common 
machine learning algorithms. This matter confirms the 
recent trend in medical predictions, where deep learning 
algorithms regularly show better potential in understand-
ing the patterns in medical data [43–45].

Furthermore, among other traditional ML models that 
we used, Random Forest and KNN frequently followed 
the Neural Network in predictive accuracy. Although 
among these two, Random Forest also demonstrated 
marginally better results in other metrics: precision, 
recall and F1 score. This aligns with the results of previ-
ous studies in the field of functional comparison between 
ML algorithms, where Random Forest regularly outper-
formed KNN in the context of prediction [46–49]. Gen-
erally Random Forest’s reliable superiority in terms of 
other metrics including precision, recall and F1 score 
compared to KNN can be related to its multiple abilities 
such as ensemble learning and noise-resilient approach. 
In our study, ensemble methods demonstrated diverse 
performance across different target variables, support-
ing the results from multiple studies in the field. While 
ensemble models for Dyslipidemia and LDL prediction 
showcased higher accuracies, consistent with observa-
tions in Gutiérrez-Esparza et al., [41] and Akyea et al., 
[42] they did not consistently outperform individual clas-
sifiers in Cholesterol and TG prediction, echoing results 
from diverse research such as Buyrukoglu [32] and Tavo-
linejad [30]. This suggests that the efficacy of ensemble 
techniques in healthcare prediction tasks is conditional 
upon factors like dataset characteristics and modeling 
distinctions.

In Table 7, we present a summary of 2 previous studies 
that have employed machine learning and deep learning 
models to predict dyslipidemia incidence. Each row cor-
responds to a specific study, detailing its methodology, 
performance metrics, and key findings.

Feature selection and clinical relevance
In our study endeavor, we started a thorough assessment 
focused on dyslipidemia. Throughout this research, we 
accurately checked five individual target variables directly 
connected to dyslipidemia. For each of them, we applied 
a thorough analysis to detect the principal features that 
showed the strongest associations.

Knowingly, as we examined through the data, we noted 
a convincing pattern: certain features figured repetitively 

Table 7 Summary of previous studies predicting dyslipidemia 
incidence using machine/deep learning models
Study Methodology Performance 

metrics
Key findings

Marateb 
et al. 
(2018)

Supported vector 
machines, deci-
sion trees, multi-
layer perceptron 
neural networks, 
multiple logistic 
regression

Average 
accuracy: 92 
− 94%

Average precision: 94% 
Applied for predicting 
dyslipidemia using 
gene mutations, family 
history of diseases, and 
anthropometric indica-
tors in children and 
juveniles.

Cui et al. 
(Year)

Long Short-Term 
Memory (LSTM)

Accuracy: 
>95%

LSTM method outper-
formed traditional re-
current neural network 
in predicting dyslipid-
emia in steelworkers.
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across all five target variables. This intersection of note-
worthy features indicates an important trend well-inten-
tioned of our consideration. Hence, the following part 
of discussion will evolve around these repeated features, 
which occur as the keystones joining dyslipidemia related 
factors. These features, holding the division of being the 
most regularly recurring among the targets, hold the pos-
sibility of unveiling central understandings into the com-
plicated interaction underlying dyslipidemia.

In Fig. 3, we provided a visual representation of shared 
features that highly repeated among the five target vari-
ables correlated with dyslipidemia.

Metabolic syndrome
According to the NCEP ATP III, the description of meta-
bolic syndrome is related to dyslipidemia, hypertension, 

and some other features [50]. Standards necessary for its 
diagnosis include at least five of the following medical sit-
uations: belly obesity, high blood pressure, irregular high 
fasting plasma glucose, raised serum triglycerides and 
low HDL levels [51]. Therefore, the connection between 
dyslipidemia and metabolic syndrome is inherent and 
requires no further clarification.

Waist circumference
Our study yielded convincing results suggesting that 
waist circumference plays a pivotal role in the develop-
ment of dyslipidemia and its associated markers, which 
include triglycerides (TG), low-density lipoprotein (LDL), 
and total cholesterol. These findings held true for both 
women and men, aligning with existing research that has 
consistently underscored the relationship between lipid 

Fig. 3 Main dyslipidemia factors: shared features across target variables
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profiles and abdominal fat and obesity. Notably, studies 
conducted by Ali Chehrei et al. and Mohammed S. Obsa 
et al., revealed a significant correlation between waist 
circumference and elevated lipid profiles in Iranian and 
African populations, respectively [52, 53]. In a study led 
by B. Longo-Mbenza et al., men with high HDL cho-
lesterol had lower total cholesterol to HDL cholesterol 
ratios and were less likely to have abdominal obesity [54]. 
Furthermore, Ren-Nan Feng’s research highlighted waist 
circumference as a valuable marker within the northern 
Chinese population [55]. Rodrigo Fernández-Verdejo et 
al. similarly emphasized that the most common accumu-
lation sequence initiates with abdominal obesity and is 
followed by dyslipidemia [56].

Serum vitamin D
Our discoveries reveal a significant correlation between 
serum vitamin D levels and dyslipidemia, cholesterol lev-
els, and high-density lipoprotein (HDL) levels. Numer-
ous studies support this obscure relationship between 
dyslipidemia and vitamin D, indicating their sophisti-
cated interplay. Sever P et al. identified an inverse rela-
tionship between plasma vitamin D levels and factors 
associated with metabolic syndrome, such as cholesterol, 
low-density lipoprotein, and triglycerides [57]. Further-
more, Conghui Guan et al. study in a Chinese population 
revealed that vitamin D deficiency and insufficiency were 
associated with elevated total cholesterol, LDL-C, and 
triglycerides, along with an increased risk of dyslipidemia 
[58]. Another investigation by P Karhapää in Finnish men 
found an inverse association between Serum Vitamin D 
and total cholesterol, LDL-C, and triglycerides [59]. The 
connection between vitamin D and lipid profiles is sup-
ported by complicated mechanisms. One key mechanism 
involves the disturbance of lipid metabolism, where insuf-
ficient vitamin D levels can distract the balance of lipid 
synthesis, transport, and utilization, ultimately contribut-
ing to elevated lipid levels [60]. Additionally, vitamin D 
deficiency has been linked to heightened inflammation 
within the body, exacerbating dyslipidemia by triggering 
the release of pro-inflammatory molecules that influence 
lipid regulation [61].

Blood pressure
The association between blood pressure and dyslipid-
emia is a complicated interaction that has been examined 
across multiple studies. Notably, research investigating 
the BMI-dyslipidemia interplay in hypertension risk, has 
underscored the pivotal roles of both overweight and 
dyslipidemia in elevating the risk [62]. Hanane Ghomari-
Boukhatem et al. found a relationship between body mass 
index (BMI), waist circumference (WC), blood pressure 
(BP), and dyslipidemia, indicating that overweight (OW) 
and obese (O) adolescents tend to present these risk 

factors [63]. Moreover, an examination of blood pressure, 
Vitamin D deficiency, and dyslipidemia among teenagers 
uncovered a correlation between these factors, however 
not all statistically significant [64]. In addition, studies 
have shed light on the role of ACE enzyme and its corre-
lation with dyslipidemia, implicating this enzyme’s role in 
early hypertension and dyslipidemia incidence [65]. An 
inclusive analysis of African population showed a high 
incidence of dyslipidemia and its impact on hyperten-
sion, highlighting the necessity of holistic interventions 
[66]. Elevated blood pressure boosts atherosclerosis by 
damaging the endothelium, trapping lipids, and trigger-
ing oxidative stress [67]. It also contributes to dyslipid-
emia through endothelial dysfunction and the influence 
of hormones like aldosterone [68].

Age and sex
Our study reveals persuasive evidence of age and sex 
disparities within the cholesterol, LDL, and HDL target 
classes, signifying notable differences in class distribution 
among patients of varying ages and sexes. The mecha-
nism of aging on dyslipidemia encompasses changes in 
lipid metabolism. As demonstrated by Humayun A et al., 
dyslipidemia exhibited an escalating trend with age, both 
in male and female subjects. In females, dyslipidemia 
showed a gradual age-related increase across all BMI cat-
egories [69]. In alignment with these findings, Cho and 
colleagues highlighted statistically significant associa-
tions between BMI, high blood pressure, and abnormal 
lipids, with the odds ratios being most prominent in indi-
viduals aged 20 to 39, but noticeable trends emerged at 
older ages [70]. Furthermore, Zhu and associates identi-
fied a sex-related difference in the association between 
dietary cholesterol and dyslipidemia among Chinese met-
ropolitan adults, with sex acting as a significant modifier 
[71]. Furthermore, comprehensive research conducted 
at both the national and sub-national levels in Iran has 
uncovered shifting patterns in plasma cholesterol levels 
and an increased incidence of total cholesterol [72].

Diabetes
According to our results, diabetes appeared to be a sig-
nificant factor in diverging among different classes in 
cholesterol and TG targets. Several studies have empha-
sized on this relationship and other dyslipidemia asso-
ciated factors. According to Thapa Subarna Dhoj et al., 
diabetes is related to the high occurrence of dyslipidemia 
with raised levels of low-density lipoprotein, cholesterol, 
and triglyceride [73]. Hirano T et al. also demonstrated 
that serum triglyceride would be main predictor of ath-
erosclerotic cardiovascular disorder in type 2 diabetes 
[74]. Atherogenic dyslipidemia is also evident in diabetes 
which includes raised TG-rich lipoproteins, small dense 
LDL, and low HDL-cholesterol [74]. In type 2 diabetes, 
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metabolic dyslipidemia is illustrated by high triglyceride 
and low HDL-C, correlated to enhanced cardiovascular 
risks [75].

Physical activity
The interaction between physical activity and dyslipid-
emia contributors is gradually more obvious, directing to 
physical activity as a valued factor in dyslipidemia inci-
dence and therefore cardiovascular risk [76]. Research 
assessing numerous statins in dyslipidemia patients 
emphasizes physical activity as an applicable modulator 
of lipid parameters, specifically through physical work’s 
impact on modifying lipoprotein level and composition 
[77]. In young individuals, even minimal doses of mod-
erate-to-vigorous physical activity display meaningful 
lipid profile advances [78]. Participating in as little as 15 
to 60 min of moderate to vigorous physical activities daily 
meaningfully reduces the possibility of high-risk HDL 
cholesterol and triglyceride values, highlighting the con-
siderable effect of minimal physical activity on cardiovas-
cular health [78].

Conclusion
The study results underscore the potential of different 
machine learning algorithms, specifically multi-layer per-
ceptron neural network (MLP), in reaching higher per-
formance metrics such as accuracy, F1 score, sensitivity 
and specificity, among other machine learning methods. 
Among other algorithms, Random Forest also showed 
remarkable accuracies and outperformed K-Nearest 
Neighbors (KNN) in metrics like precision, recall, and F1 
score. The study’s emphasis on feature selection detected 
meaningful patterns among five target variables related 
to dyslipidemia, indicating fundamental shared unities 
among dyslipidemia-related factors. Features such as 
waist circumference, serum vitamin D, blood pressure, 
sex, age, diabetes, and physical activity related to dyslip-
idemia. These results cooperatively highlight the complex 
nature of dyslipidemia and its connections with numer-
ous factors, strengthening the importance of applying 
machine learning methods to understand and predict its 
incidence precisely.

Benefits and drawbacks of the study
Benefits

  • Innovative Methodology: Our study establishes the 
application of several machine learning algorithms, 
including ensemble methods, for predicting 
dyslipidemia incidence, using multiple combinations 
of normalization and feature selection methods to 
get the most optimized performance.

  • High Predictive Accuracy: Utilizing machine 
learning methods, particularly ensemble methods 

and Neural Networks, our study consistently 
achieved high predictive accuracy, precision, recall, 
and F1 score. This underscores the potential of our 
developed algorithms in correctly and accurately 
predicting dyslipidemia incidence, leading to more 
efficient disorder management approaches.

  • Identification of Key Factors: Across broad analysis, 
our study identified significant features associated 
with dyslipidemia and other target variables across 
different machine learning models.

Drawbacks

  • Data Limitations: While our study benefited from 
data collected from the “Lifestyle Promotion Project,” 
accessing additional independent datasets for 
external validation posed challenges. This limitation 
restricted our ability to assess the generalizability of 
our model to diverse populations and settings fully.

  • Limitations in External Validation: Regardless of 
performing external validation, the validation dataset 
did not support all of our model’s targets. Future 
research collaborations with other institutions are 
warranted to address this limitation and enhance the 
robustness of predictive models.
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