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Abstract 

Objective  To establish the exponential smoothing prediction model and SARIMA model to predict the number 
of inpatients in a third-class hospital in Zhejiang Province, and evaluate the prediction effect of the two models, 
and select the best number prediction model.

Methods  The data of hospital admissions from January 2019 to September 2022 were selected to establish the expo-
nential smoothing prediction model and the SARIMA model respectively. Then compare the fitting parameters of dif-
ferent models: R2_adjusted, R2, Root Mean Square Error (RMSE)、Mean Absolute Percentage Error (MAPE)、Mean 
Absolute Error(MAE) and standardized BIC to select the best model. Finally, the established model was used to predict 
the number of hospital admissions from October to December 2022, and the prediction effect of the average relative 
error judgment model was compared.

Results  The best fitting exponential smoothing prediction model was Winters Addition model, whose R2_adjusted 
was 0.533, R2 was 0.817, MAPE was 6.133, MAE was 447.341. The best SARIMA model is SARIMA(2,2,2)(0,1,1)12 model, 
whose R2_adjusted is 0.449, R2 is 0.199, MAPE is 8.240, MAE is 718.965. The Winters addition model and SARIMA(2,2,2)
(0,1,1)12 model were used to predict the number of hospital admissions in October-December 2022, respectively. The 
results showed that the average relative error was 0.038 and 0.015, respectively. The SARIMA(2,2,2)(0,1,1)12 model had 
a good prediction effect.

Conclusion  Both models can better fit the number of admissions, and SARIMA model has better prediction effect.

Keywords  Exponential smoothing method, SARIMA model, Number of hospital admissions, Model prediction

Introduction
In recent years, the number of hospital admissions has 
increased year by year, resulting in hospital congestion, 
but also produced many problems. Eyles et al. [1] found 
that the increase in the number of hospital admissions 
made the allocation of health resources more urgent. 
In addition, adverse hospital events also increase with 
the increase of overcrowding, and further affect patient 
satisfaction, quality of care, treatment, waiting time, and 
length of stay [2–8].

*Correspondence:
Liping Ding
elsieding@163.com
1 Medical Records Statistics Office, Zhejiang Provincial People’s Hospital/
People’s Hospital of Hangzhou Medical College, 158 Shangtang Road, 
Gongshu District, Hangzhou City 310000, Zhejiang Province, China

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/publicdomain/zero/1.0/
http://creativecommons.org/publicdomain/zero/1.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s12889-023-17218-x&domain=pdf


Page 2 of 12Yang et al. BMC Public Health         (2023) 23:2309 

Inaccurate estimation of the number of admitted 
patients may lead to insufficient or wasted resource 
arrangements. On the one hand, the actual number of 
admitted patients is greater than the estimated number 
of admitted patients, resulting in hospital crowding 
[2], which may lead to delayed transfer of patients 
requiring emergency medical services to the emergency 
department [3, 4], and even death [5].On the other hand, 
the actual number of hospital admissions is less than the 
estimated number of hospital admissions, resulting in 
a waste of health resources. It follows that it is crucial 
to address the problem of inaccurate estimates of 
admissions.

In order to predict the number of hospital admissions, 
the author comprehensively considers the influence of 
many factors, and establishes a proper model to predict 
the number of hospital admissions in the future by using 
the changing law of the number of hospital admissions in 
the past. It is of great significance to predict the number 
of hospital admissions, and to grasp the dynamic change 
law of the number of hospital admissions provides a basis 
for rational allocation of health resources [9], and also 
helps to improve the quality of medical services [10].

At present, most researches on hospital prediction 
focus on nosocomial infection [11], disease diagnosis 
[12], disease diagnosis and treatment results [13], disease 
death [14], disease triage [15], pharmacy service fee 
[16], blood collection quantity [17], outpatient number 
prediction [18] and etc. However, few studies have been 
published on predicting the number of new hospital 
admissions. Therefore, different time series models were 
used in this study to predict the number of new hospital 
admissions. The correct prediction of the number of 
admitted patients can provide references for the rational 
allocation of health resources in medical institutions, 
avoid the insufficiency or waste of medical resources, and 
improve the efficiency and quality of medical services. 
The following is reported.

Data and methods
Data source
The data comes from the medical record management 
system of a Grade-A hospital in Zhejiang Province, and 
the data used were monthly admission data, including 
gender, age, number of beds in the hospital, number of 
admission, etc. Specifically, the data of the hospital from 
January 2019 to September 2022 were selected to draw 
the original sequence map and establish the model, and 
the data from October to December 2022 were used 
to verify the fitting effect of the model, and the data 
were authentic and reliable. The data for this study was 
accessed on March 10, 2023. This study was conducted in 
accordance with the guiding principles of the Declaration 

of Helsinki and was approved by the Ethics Committee 
of Zhejiang Provincial People’s Hospital. All subjects gave 
written informed consent.

Research methods
Model Introduction
Model principles and concepts

Exponential smoothing prediction model  The basic idea 
of exponential smoothing method is that the closer to the 
predicted point in a time series, the greater the effect. 
The further away from the predicted point, the less effect 
it has. The weight of different data is weighted accord-
ing to the distance in time and the weight is decayed 
exponentially. The method has 3 parameters to control: 
Alpha, Gamma, and Delta, corresponding to the level at 
the current point in time, the slope of the trend part, and 
the seasonal part, respectively. The parameters Alpha, 
Gamma, and Delta all have values ranging from 0 to 1, 
and the closer they are to 1, the greater their weight in 
the prediction [19].

SARIMA model  The principle of ARIMA model is to 
treat the data of the research object as a random sequence 
according to the passage of time, and then use a math-
ematical model to describe this sequence [19]. Since 
SARIMA(p,d,g)(P,D,Q)s, the model is developed on the 
basis of the ARIMA model. SARIMA model has 7 main 
parameters: autoregressive order (p), difference order (d), 
seasonal autoregressive order (q), moving average order 
(P), seasonal difference order (D), seasonal moving aver-
age order (Q) and seasonal cycle length (s). Stationarity is 
a necessary condition for the establishment of SARIMA 
model. Stationarity test: Observe the sequence diagram 
to determine whether the sequence is stationary. Non-
stationary time series can be differentiated and seasonally 
differentiated until it is stable [10].

Model selection

Exponential smoothing prediction model  The best 
exponential smoothing prediction model was selected 
according to the fitting parameters of different models. 
The larger the R2_adjusted and R2 were, The smaller the 
RMSE, MAPE, MAE and standardized BIC values, the 
better the fitting effect of the model. Whether the resid-
ual sequence is white noise is determined according to 
the Ljung-Box Q test or the residual graph, and the test 
level α = 0.05. When P > 0.05 or the residual sequence val-
ues in the residual auto-correlation and partial correla-
tion graphs fall into the confidence interval, it indicates 
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that the residual sequence is classified as white noise 
sequence. The relevant formula is as follows:

R2 = 1−

∑
(yi−ŷi)

2

∑
(yi−yi)

2 , Where, the numerator part repre-

sents the sum of the square variance of the true value and 
the predicted value, and the denominator part represents 
the sum of the square variance of the true value and the 
mean value.
R2_adjusted = 1−

1−R2 (n−1)

n−p−l
 , R2_adjusted offset the 

effect of sample size on R2.
MAE = 1

n

∑n
i=1

∣∣ŷi − yi
∣∣ , represents the average of the 

absolute error between the predicted and true values.
RMSE =

√
1
n

∑n
i=1

(
ŷi − yi

)2
 , represents the sample 

standard deviation of the difference between the 
predicted and true values (called the residual).

MAPE = 100%
n

√
∑n

i=1

(
ŷi − yi

)2
 , represents the rela-

tive magnitude (i.e., percentage) of the deviation between 
the predicted value and the true value.

yi represents the real observed value, yi represents the 
average value of the real observed value, ŷi represents the 
predicted value, R2 is the coefficient of determination,n is 
the number of samples, and p is the number of features.
BIC= ln(n)k−2ln(L) , Where k is the number of model 

parameters, n is the number of samples, and L is the 
likelihood function.

SARIMA model  The order and parameters of the model 
are determined according to the autocorrelation graph 
(ACF) and partial autocorrelation graph (PACF), and the 
SARIMA model is established accordingly. The model 
with the largest R2adj and R2 and the smallest RMSE, 
MAPE, MAE and standardized BIC values is selected as 
the optimal model.

Model evaluation

Exponential smoothing prediction model  The results of 
statistical analysis of the model in this study were evalu-
ated by the model, that is, Parameters α, γ and δ all have 
values ranging from 0 to 1, and the closer their values are 
to 1, the greater their weight in the prediction.

SARIMA model  The significance test of the model is 
used to test the validity of the model, and the Ljung-Box 
Q test is used to test the residual error of the model for 
white noise. P > 0.05 indicates that the residual error is 
classified as a white noise sequence. The t statistic test 
was carried out on the model parameters. P<0.05 indi-
cates that the t statistic passes the significance test, indi-
cating that we think the established model is suitable.

Model prediction
Both the exponential smoothing prediction model and 
the SARIMA model use the average relative error to 
judge the prediction effect of the model. the average 
relative error = 

∑
|PredictedValue−Actualvalue|∑

Actualvalue
 . The smaller 

the average relative error, the closer the predicted value is 
to the actual value, the better the prediction effect of the 
model.

Statistical software
In this study, Excel2016 was used to organize data, and 
SPSS22.0 was used to establish and verify the model. The 
difference was statistically significant with P < 0.05.

Result
Original sequence diagram
The number of hospital admissions from January 2019 to 
September 2022 was sorted out and the sequence chart 
was drawn. It was found that the number of hospital 
admissions dropped sharply from January to February 
each year and rose rapidly in March, showing obvious 
cyclical changes, as shown in Table 1 and Fig. 1.The num-
ber of hospital beds showed an overall upward trend dur-
ing the study period (Supplement Table 1).

Model fitting and prediction
Exponential smoothing model

Model construction and selection  In this study, an 
expert modeler was used for fitting, and different sea-
sonal exponential smoothing models were used to build 
models. The fitting parameter results of each model are 
shown in Table  2. By comparing the fitting parameters 
of the three models and combining with the evaluation 
index selection principle, the Winters addition model in 
the exponential smoothing model was finally determined 
as the best model. The fitting parameters of this model 
were the largest in terms of R2_adjusted and R2 (R2_
adjusted = 0.533, R2 = 0.817), and the smallest in terms 
of MAPE and MAE (MAPE = 6.133, MAPE = 6.133, 
MAPE = 0.817, MAPE = 6.133, and MAPE = 6.133. 
MAE = 447.341).

The results of Ljung-Box Q test show that P > 0.05, 
indicating that there is no autocorrelation and par-
tial autocorrelation in the residual sequence after 
data fitting, and this model can be used for predic-
tion. See Table  3. In addition, it can be seen from the 
residual autocorrelation and partial correlation graphs 
that the residual sequence values all fall into the con-
fidence interval, indicating that the model residual 
sequence does not have autocorrelation and partial 
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autocorrelation, but is a white noise sequence, and the 
model can extract sequence information adequately. 
See Fig. 2.

The statistical analysis results of different exponential 
smoothing models showed that there were statistically 
significant differences in Alpha(level) among the three 
models (P < 0.05). The simple seasonal model had no 
statistical significance in Delta(season) (P > 0.05), and the 
Winters addition model and the Winters multiplication 
model had no statistical significance in Gamma(trend) 
and Delta(season) (P > 0.05). See Table 4.

Model prediction  The Winters addition model was used 
to predict the number of hospital admissions from Octo-
ber to December 2022. The results showed that the aver-
age relative error between the predicted value and the 
actual value was 0.038, and all the predicted number of 
hospital admissions fell within 95%CI, suggesting that the 
prediction results were good. The results are shown in 
Table 5 and Fig. 3.

SARIMA Model

Sequence stabilization  It can be seen from the original 
sequence diagram that the sequence is unstable and peri-
odic. After the trend difference (d = 2) and periodic dif-
ference (D = 1), the sequence diagram after the difference 
observation can be seen to basically stabilize, as shown in 
Fig. 4.

Model recognition  According to the results of stabi-
lization, the difference order of the model d = 2, D = 1, 
the SARIMA (p, 2, q) (P, 1, Q)12 model is constructed. 
According to the autocorrelation function (ACF) diagram 
and partial autocorrelation function (PACF) diagram of 
the sequence after difference (Fig. 5). The ACF diagram 
shows a 2-order truncation, and the PACF diagram shows 
a 2-order truncation, so q may take 2 and p may take 2. 
In addition, considering the seasonal autocorrelation 
characteristics of the series, the ACF plot after difference 
shows that the delayed 12th-order autocorrelation coef-
ficient is significantly zero, so it can be judged that Q may 
be 0 or 1. The PACF diagram after difference shows that 
the partial autocorrelation coefficients of order 12 delay 
are significantly zero, so P may be 0 or 1.

Then, all possible reasonable models were fitted, and 
fitting parameters of different models were compared. 
SARIMA (2,2,2) (0,1,1)12 was selected as the best model. 
The model had the largest R2_adjusted and R2 (R2_
adjusted = 0.449, R2 = 0.199), and the smallest MAPE and 
MAE (MAPE = 8.240, MAE = 718.965). See Table 2.

Model diagnosis  Ljung-Box Q test was used to test the 
residual of the model for white noise, and the results 
showed no statistical significance (P > 0.05), indicat-
ing that the null hypothesis of uncorrelated residual 
should be accepted, and the residual sequence should 
be classified as pure random sequence and the resid-
ual sequence as white noise sequence. SARIMA(2,2,2)
(0,1,1)12 model is suitable. In addition, it can be seen 
from the residual autocorrelation and partial correla-
tion that the residual sequence values all fall into the 
confidence interval, which meets the requirements. See 
Table 3 and Fig. 2. The t statistic test was conducted for 
each variable of SARIMA(2,2,2)(0,1,1)12 model param-
eters, and the results showed that the results showed that 
AR(2),MA(2),MA(2)-periodically and Spring Festival 
factor t statistics passed the significance test (P < 0.05). 
Therefore, we believe that the established model is 
appropriate, and the Spring Festival factor is a potential 

Table 1  Number of admissions from January 2019 to September 
2022

Time Number of 
admissions

Time Number of 
admissions

January 2019 7734 January 2021 8935

February 2019 6304 February 2021 7172

March 2019 8212 March 2021 10319

April 2019 8295 April 2021 9662

May 2019 8879 May 2021 10,106

June 2019 8246 June 2021 9931

July 2019 9336 July 2021 10223

August 2019 9093 August 2021 9965

September 2019 8664 September 2021 9515

October 2019 8953 October 2021 9866

November 2019 8332 November 2021 10032

December 2019 8082 December 2021 8419

January 2020 5921 January 2022 8567

February 2020 3103 February 2022 7977

March 2020 7048 March 2022 10178

April 2020 7451 April 2022 8190

May 2020 7654 May 2022 9965

June 2020 7949 June 2022 10504

July 2020 8906 July 2022 10918

August 2020 8559 August 2022 11164

September 2020 8786 September 2022 10533

October 2020 8608

November 2020 9057

December 2020 9173
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influencing factor for the number of hospital admissions. 
See Table 6.

Model prediction  The SARIMA(2,2,2)(0,1,1)12 model 
was used to predict the number of hospital admissions 
from October to December 2022. The results showed 
that the average relative error was 0.017, and all the pre-
dicted values of hospital admissions fell within 95%CI, 

indicating that the prediction results were good. The 
results are shown in Table 5 and Fig. 3.

Comparison of model prediction effect
The Winters addition model was finally selected 
for the exponential smoothing prediction model, 
and the SARIMA model was finally selected for the 
SARIMA(2,2,2)(0,1,1)12 model. The average rela-
tive errors of the two models were 0.038 and 0.017 

Fig. 1  Sequence chart of hospital admissions from January 2019 to September 2022

Table 2  Model fitting parameters of different seasonal exponential smoothing models and SARIMA models

Model R2_adjusted R2 RMSE MAPE MAE Standardized BIC

Seasonal exponential 
smoothing models

Simple seasonality model 0.492 0.815 633.212 6.375 476.589 13.071

Winters addition model 0.533 0.817 636.678 6.133 447.341 13.166

Winters multiplication model 0.017 0.663 864.776 8.491 634.603 13.779

SARIMA models SARIMA(2,2,2) (0,1,0)12 0.444 0.192 1153.700 8.321 726.972 14.988

SARIMA(2,2,2) (1,1,0)12 0.446 0.195 1177.417 8.333 727.832 15.139

SARIMA(2,2,2) (0,1,1)12 0.449 0.199 1174.694 8.240 718.965 15.134

SARIMA(2,2,2) (1,1,1)12 0.339 0.040 1316.698 10.066 883.491 15.474
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respectively for the number of hospital admissions from 
October to December 2022, and the prediction effect of 
SARIMA(2,2,2)(0,1,1)12 model is better.

Discussion
In this study, we established different exponential 
smoothing prediction models and SARIMA models 
based on the monthly number of new admitted patients 
in a hospital to predict the number of new admitted 
patients in a third-class hospital in Zhejiang Province, 
and evaluated the prediction effect of the two models. 
The results show that SARIMA(2,2,2)(0,1,1)12 model has 
the best prediction effect.

In our study, we chose the number of hospital admis-
sions in 2019 and later to build the prediction model, 
because the outbreak of COVID-19 in 2019 led to a large 
increase in the number of hospital admissions, and it is 

not scientific to include the data before the outbreak to 
predict the number of hospital admissions after the out-
break. Therefore, the prediction models established in 
this study all start from the year after the outbreak of the 
epidemic, which is more objective and authentic in terms 
of data selection.

As shown in Fig. 1, the number of hospital admissions 
was sorted out and the sequence diagram was drawn. It 
was found that the number of hospital admissions was 
significantly lower in January–February each year, which 
may be due to the Spring Festival holiday. The number of 
hospital admissions rose rapidly in March, showing obvi-
ous cyclical changes. Therefore, we included the Spring 
Festival factor as a variable in the model to eliminate its 
influence, and the results showed that the Spring Festival 
factor was a potential influencing factor for the number 
of hospital admissions, and the Spring Festival factor was 

Table 3  Ljung-Box Q test results of different exponential 
smoothing models

Model Statistical 
Magnitude

P value

Seasonal 
exponential 
smoothing models

Simple seasonality model 10.411 0.844

Winters addition model 13.717 0.547

Winters multiplication 
model

18.311 0.247

SARIMA models ARIMA(2,2,2) (0,1,0)12 6.883 0.939

ARIMA(2,2,2) (1,1,0)12 8.824 0.786

ARIMA(2,2,2) (0,1,1)12 10.342 0.666

ARIMA(2,2,2) (1,1,1)12 8.460 0.748

Fig. 2  Residual diagram of Winters addition model and SARIMA(2,2,2) (0,1,1)12 model

Table 4  Statistical analysis of different exponential smoothing 
models

Model Indicator Estimate SE t Value P Value

Simple seasonality 
model

Alpha 0.700 0.150 4.654  < 0.001

Delta 1.439 0.351 0.004 1.000

Winters addition model Alpha 0.700 0.155 4.509  < 0.001

Gamma 3.852 0.046 0.001 0.999

Delta 0.001 0.355 0.003 0.998

Winters multiplication 
model

Alpha 0.335 0.080 4.206  < 0.001

Gamma 0.001 0.029 0.034 0.973

Delta 0.269 0.217 1.239 0.222
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included in the model to better predict the number of 
hospital admissions (P = 0.003). The decrease in the num-
ber of hospital admissions during the Spring Festival may 
be due to the Chinese people’s emphasis on the Spring 
Festival, and people are more inclined to reunite with 
their families, so that as long as the disease is not par-
ticularly urgent, people will not choose to be hospitalized 
during the Spring Festival, but choose the time before or 
after the Spring Festival. According to the data of China 
Influenza Surveillance Information System, the number 
of outpatient visits to influenza clinics during the Spring 

Festival was significantly less than that in the week before 
and after the Spring Festival, mainly due to the holiday in 
sentinel hospitals, which resulted in a significant reduc-
tion in the number of outpatient clinics during holidays 
[20]. However, other studies have obtained different 
results. A retrospective cross-sectional study conducted 
by Wang et al. [21] found that the traditional Spring Fes-
tival was associated with hypercholesterolemia, and the 
serum levels of total cholesterol (TC), triglycerides (TGs), 
high density lipoprotein cholesterol (HDL-C) and low 
density lipoprotein cholesterol (LDL-C) of hospitalized 

Table 5  Winters’ addition model and SARIMA(2,2,2)(0,1,1)12 model predicted hospital admissions in October-December 2022

Model Time Actual Value Predicted value 95%CI Average 
Relative 
Error

Winters’ addition model October 2022 10972 10684 9399 ~ 11969 -0.026

November 2022 10727 10682 9113 ~ 12250 -0.004

December 2022 8608 10100 9113 ~ 8291 0.173

Total 30307 31466 - 0.038

SARIMA(2,2,2)(0,1,1)12 model October 2022 10972 10494 8451 ~ 12537 -0.044

November 2022 10727 10795 7855 ~ 13736 0.006

December 2022 8608 9484 6254 ~ 12714 0.102

Total 30307 30773 - 0.015

Fig. 3  Prediction of hospital admissions in October-December 2022 by the Winters Addition model and SARIMA(2,2,2)(0,1,1)12 model
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patients were higher. This may be due to the irregular life 
during the Spring Festival, during which people will over-
eat, stay up late and play. The research results of Zhao 
et al. [22] showed that the Spring Festival factor was the 
main reason for the sharp increase in the transmission 
rate of hand-foot-mouth disease in February. Therefore, 
in this study, we believe that the Spring Festival factor can 
be used as a predictor of the number of hospital admis-
sions, which also provides a reference for health resource 
decision makers to rationally allocate health resources.

In addition, since the number of hospital admissions 
presents seasonal periodic changes, seasonal factors 
are considered in the establishment of time series 
prediction models, and seasonal exponential smoothing 
prediction models and seasonal SARIMA models are 
established respectively. The reason for the seasonal 
variation of the number of hospital admissions may be 
related to meteorological factors, which mainly include 
air pressure, temperature, humidity, wind speed, etc. 
Many reports have shown that meteorological factors 
can affect the occurrence and progression of diseases, 

thus increasing the number of hospital admissions.
Wang et  al. [23] found that high daytime temperature 
range (DTR) and high relative humidity (RH) exposure 
increased the risk of hospitalization in patients with 
rheumatoid arthritis (RA), Ma et  al. [24]showed that 
cold was an important meteorological factor affecting 
the number of hospitalizations for asthma, and Zhao 
et  al. [22] also found that meteorological factors and 
population movement had a comprehensive impact on 
the seasonality of hand-foot-mouth disease transmission 
in Chinese mainland. The influence of air temperature on 
diseases may be due to the fact that external temperature 
will cause changes in human body temperature, thus 
affecting the body’s temperature rhythm, which may 
affect human immune function and increase the risk of 
hospitalization for diseases related to human immune 
function such as rheumatoid arthritis [23]. In addition, 
humidity may also affect the immune system and increase 
the level of T cells to increase the risk of hospitalization 
for diseases related to human immune function, resulting 
in an increase in the number of admissions [25]. In 

Fig. 4  Residual diagram of SARIMA(2,2,2)(0,1,1)12 model



Page 9 of 12Yang et al. BMC Public Health         (2023) 23:2309 	

addition to immunity, the influence of air temperature 
and temperature on the number of hospital admissions 
for infectious diseases is also related to the preferred 
growth environment of pathogenic bacteria or viruses, 
such as low temperature and low radiation/sunlight, 
which is conducive to the survival of coronavirus, which 
means that coronavirus pneumonia may occur in high 
frequency in winter [26]. Enteroviruses like hot and 

humid environments, so hand-foot-mouth disease is usu-
ally high in summer [27].

As mentioned in related literature [28, 29], RMSE is 
not always superior to MAE parameters, and a combina-
tion of indicators is usually required to accurately evalu-
ate model performance. The model with the largest R2adj 
and R2 and the smallest MAPE, MAE and standardized 
BIC is the optimal model. Among the three exponen-
tial smoothing prediction models, the Winters addition 

Fig. 5  Sequence autocorrelation and partial autocorrelation after difference
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model was the best fit. Among the four SARIMA models, 
and the best fitting SARIMA model was SARIMA(2,2,2)
(0,1,1)12 model. We used the Winters addition model and 
the SARIMA(2,2,2)(0,1,1)12 model to predict the number 
of admissions in October-December 2022, respectively. 
We found that the SARIMA(2,2,2)(0,1,1)12 model had 
a better prediction effect, and the average relative error 
between the predicted value and the actual value of the 
model was smaller. The predicted value is closer to the 
actual value. The prediction effect of different models 
is different in different study data. Guo Zaijin et al. [30] 
believed that both SARIMA model and Holt-Winters 
exponential smoothing method could better fit the num-
ber of tuberculosis cases, and the SARIMA model had 
better prediction effect, which was consistent with our 
research results. However, the results of the study of 
Bien Zilong et al. [31] showed that the relative error sum 
(0.292) of the predicted value of Holt-Winters additive 
exponential smoothing was smaller than that of ARIMA 
product seasonal model (0.402), and the Holt-Winters 
additive exponential smoothing model was more suit-
able for short-term prediction of tuberculosis epidemic 
in Shanghai.

In addition, looking at the three months of October-
December 2022 separately, we find that the predic-
tions for October and November 2022 are good (mean 
relative error < 0.1), whether using the Winters addition 
model or the SARIMA(2,2,2)(0,1,1)12 model. The predic-
tion effect in December 2022 is relatively poor (average 
relative error > 0.1), which may be due to the widespread 
infection of the novel coronavirus pneumonia in Zhe-
jiang Province and even the whole of China due to the 
nationwide release of the prevention and control of the 
novel coronavirus pneumonia in December 2022. At 
the peak of infection, some experts pointed out that the 
infection rate of the new coronavirus pneumonia was 
as high as 90%. Therefore, the Chinese government has 
proposed to reduce gatherings and avoid going to hospi-
tals as much as possible, and as a result, the number of 

hospital admissions in December 2022 has decreased 
compared to normal months. However, both ARIMA 
product season model and exponential smoothing model 
are based on historical data, and the modeling premise is 
the extension of data. If external influencing factors sud-
denly change or new variables are introduced, the pre-
diction effect of the model will be greatly affected and 
the prediction efficiency will be reduced [31]. Therefore, 
these two models are more suitable for short-term pre-
diction of time series [32, 33]. For further prediction of 
the series, it is necessary to timely update the data, add 
new actual values to correct the model, and then re-fit 
the prediction.

In order to explore the change trend of the number of 
hospital admissions of different genders, we conducted 
a stratified analysis of different genders, and the results 
showed that the models with the best prediction effect for 
males and females were SARIMA(2,2,2)(0,1,0)12 model 
and SARIMA(2,2,2)(0,1,1)12 model (Supplement Table 2, 
Supplement Table  3), respectively. This indicates that 
gender has a certain influence on the establishment of the 
prediction model for the number of hospital admissions. 
Zafeiridi et al. [34] found that among dementia patients, 
women were less likely to be admitted to hospital. In 
this study, the number of hospital admissions for men 
and women was not exactly the same, which suggests 
that future prediction of hospital admissions should 
consider modeling men and women separately in order 
to accurately estimate the number of hospital admissions 
for different genders.

In this study, the number of hospital beds could not 
predict the number of inpatients, possibly because 
there was no direct correlation between the number of 
hospital beds and the number of inpatients [35]. To a 
certain extent, even if the number of hospital beds was 
small, the mobility of patients would be large, which 
would not cause hospital crowding. Daily variations 
and uncertainties in the number of patients arriving 
or leaving a hospital system can profoundly affect 

Table 6  SARIMA(2,2,2)(0,1,1)12 Model parameter test

variable Coefficient SE T P Value

Hospital admissions AR(2) 0.796 0.093 8.546  < 0.001

d 2

MA(2) 0.516 54.629 3.009  < 0.001

D 1

MA(1),periodically 0.632 0.145 4.352  < 0.001

Number of hospital beds -0.093 1.398 -0.067 0.947

Age -20.979 220.635 -0.095 0.925

Spring festival factor -1256.233 402.156 -3.124 0.003
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hospital overcrowding and the quality of health services 
[36]. Therefore, hospital health policy makers need to 
consider a variety of factors other than the number of 
beds in the hospital when forecasting admissions, and 
merely increasing bed capacity is not enough to achieve 
the forecast and policy goals.

According to the development trend of newly 
admitted patients, we can make the following 
suggestions for hospital management. First, hospitals 
should strengthen the dredging of hospital population 
flow, and overall control of medical resources according 
to the daily changes in the number of patients arriving 
or leaving the hospital system, so as to reduce hospital 
overcrowding, rational use of medical resources and 
improve patient satisfaction. Second, the comprehensive 
overhaul of clinical medical devices and medical 
facilities should avoid the peak months of hospital 
admissions as much as possible. In our study, the 
comprehensive overhaul of medical devices and medical 
facilities should be carried out in January and February 
every year. Thirdly, it is suggested to add a time series 
model to the hospital information system to update and 
predict the changing trend of the number of admissions 
in real time.

Conclusion
We believe that the time series model is suitable for 
predicting the number of hospital admissions. Compared 
with the Winters addition model, the SARIMA(2,2,2)
(0,1,1)12 model has a better prediction effect on the 
number of admissions, which also provides a basis for the 
hospital management department to formulate relevant 
policies and rationally allocate medical resources.
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