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Abstract 

Background:  Injuries caused by RTA are classified under the International Classification of Diseases-10 as ‘S00-T99’ 
and represent imbalanced samples with a mortality rate of only 1.2% among all RTA victims. To predict the charac-
teristics of external causes of road traffic accident (RTA) injuries and mortality, we compared performances based on 
differences in the correction and classification techniques for imbalanced samples.

Methods:  The present study extracted and utilized data spanning over a 5-year period (2013–2017) from the Korean 
National Hospital Discharge In-depth Injury Survey (KNHDS), a national level survey conducted by the Korea Disease 
Control and Prevention Agency, A total of eight variables were used in the prediction, including patient, accident, and 
injury/disease characteristics. As the data was imbalanced, a sample consisting of only severe injuries was constructed 
and compared against the total sample. Considering the characteristics of the samples, preprocessing was performed 
in the study. The samples were standardized first, considering that they contained many variables with different 
units. Among the ensemble techniques for classification, the present study utilized Random Forest, Extra-Trees, and 
XGBoost. Four different over- and under-sampling techniques were used to compare the performance of algorithms 
using “accuracy”, “precision”, “recall”, “F1”, and “MCC”.

Results:  The results showed that among the prediction techniques, XGBoost had the best performance. While the 
synthetic minority oversampling technique (SMOTE), a type of over-sampling, also demonstrated a certain level of 
performance, under-sampling was the most superior. Overall, prediction by the XGBoost model with samples using 
SMOTE produced the best results.

Conclusion:  This study presented the results of an empirical comparison of the validity of sampling techniques and 
classification algorithms that affect the accuracy of imbalanced samples by combining two techniques. The findings 
could be used as reference data in classification analyses of imbalanced data in the medical field.
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Background
Road traffic accidents (RTAs) mortality is affected by 
the circumstances of the accident, including the type of 
vehicle, the number of passengers, their personal char-
acteristics, and accident-induced injury/disease factors. 
Among RTAs, “vehicle-on-vehicle collisions” account for 
73.0% of all RTAs, while the parts of the body that are 
most often injured are the “head”, “chest”, and “face” in 

Open Access

*Correspondence:  yuzin@eulji.ac.kr

2 Department of Healthcare Management, Eulji University, Seongnam 13135, 
South Korea
Full list of author information is available at the end of the article

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/publicdomain/zero/1.0/
http://creativecommons.org/publicdomain/zero/1.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s12889-022-13719-3&domain=pdf


Page 2 of 10Boo and Choi ﻿BMC Public Health         (2022) 22:1476 

that order [1]. With respect to the types of RTA injuries, 
“sprains and dislocations” are the most common type, 
followed by “fractures”, “superficial injury” and “internal 
organ damage.” The average length of hospital stay due 
to RTA injury is approximately two weeks, but patients 
often experience sequelae and disability due to the acci-
dent. However, RTA mortality rate is low, accounting 
for only 2–3% of all RTA patients [2]. RTA injuries often 
cause more serious dysfunction compared to other forms 
of blunt trauma, which has the potential to cause a sig-
nificant social burden [3]. Despite the low RTA mortality 
rate, RTA injuries require a national management system 
and there is an urgent need to predict RTA mortality.

In road traffic, there are many studies focusing on acci-
dent environment factors such as road conditions and cli-
mate, but there are not many medical approaches due to 
injuries. However, the direct cause of mortality is injury, 
and complex injuries such as internal organ injury and 
amputation and crush are known to be severe injuries 
that lead to mortality. In particular, if the head, neck, and 
abdomen are the primary site of injury, age, and surgery 
are performed, the probability of mortality increases [4].

In medicine, ML algorithms are being used to predict 
the mortality risk of diseases. Prediction of in-hospital 
mortality for heart and coronary disease, cancer, patients 
at emergency departments, and after cardiac surgery 
have many applications, and these studies use clinical 
features such as vital signs and Glasgow coma scale as 
predictors [5, 6].

Classifications based on logistic regression models and 
decision-based techniques are used to predict mortality 
[7–9]. Recently, there has been an increasing interest in 
the ensemble technique for improving the performance 
of classifications. In particular, the performance of 
decision tree continues to improve, and consequently, 
upgraded models for Random Forest, Extra-Trees, and 
XGBoost have been introduced. Improvements have 
been made with the application of bagging and boosting 
techniques [10–12]. When the classes are divided into 
“survivors” and “deceased”, there is a large disparity in the 
number of observations per class, and this is referred to 
as imbalanced data. If such imbalanced data is used for 
classification, data from the class with the higher number 
of observations have a dominant role in generating the 
classifier [13, 14]. However, information contained in the 
class with less number of observations is also important; 
this presents a difficulty in classification modelling [15].

There are two main approaches to random resampling 
for imbalanced classification; they are over-sampling and 
under-sampling. Over-sampling methods can be divided 
into simple random over-sampling, synthetic minor-
ity oversampling technique (SMOTE), and cost-weight-
ing that assigns weight to samples in consideration of 

their distribution [16]. While there are studies that have 
reported that under-sampling causes decline in perfor-
mance due to specific data included in the sample being 
deleted, other studies have reported that under-sampling 
can produce superior performance than over-sampling in 
some cases due to distortion that may occur during the 
over-sampling process [17, 18]. The present study com-
pared the algorithms that applied the ensemble tech-
nique with the conventional method for predicting RTA 
mortality.

Methods
Study samples
The study used data from the Korean National Hospital 
Discharge In-depth Injury Survey (KNHDS) conducted 
by the Korea Disease Control and Prevention Agency, 
covering a 5-year period between 2013 and 2017 to deter-
mine mortality related to external injuries caused by road 
traffic accidents. The survey population in KNHDS was 
defined as all patients who were discharged from general 
hospitals having 100 or more beds. KNHDS data items 
consist of the type of medical institution, patient demo-
graphics, geographic area, dates of admission, type of 
disease, and treatment information. Moreover, in depth 
information regarding the injury and the code of the 
external cause for injury were additionally investigated in 
injured patients who were discharged. Primary diagnosis 
was based on the International Classification of Diseases, 
10th edition (ICD-10) from the World Health Organiza-
tion (WHO) and Korean Classification of Disease, 7th 
edition (KCD-7).

The present study extracted RTA data from the 2013–
2017 data set of KNHDS. Variables extracted by impor-
tance analysis were standardized. Data sets obtained after 
pre-processing were assessed for sampling schemes and 
classification algorithms using the model assessment 
method (Fig. 1).

Definition of variables
The present study used RTA mortality as the classifica-
tion criterion. Mortality was classified as “survived” or 
“died” using the treatment outcome among the survey 
items. Moreover, data regarding patient demographics, 
accident circumstances, and injury and disease charac-
teristics were used to determine the factors that influence 
mortality and the classification criterion [19, 20]. For 
patient demographics, age was selected by considering 
existing studies on increased risk of RTA with age. Acci-
dent characteristics included type of accident and role 
of the injured person in the accident. Injured person’s 
role in accident was further classified into five attributes 
including “driver,” “passenger” and “pedestrian.” Injury 
and disease characteristics included “primary diagnosis”, 
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“patterns of principal injury,” “site of injury,” “operation 
status” and “type of injury” [21]. The site of injury was 
further classified as “head and neck,” “spine and back,” 
“trunk,” “upper extremities,” “lower extremities” and “oth-
ers” according to the classification codes in the guidelines 
for usage of KNHDS raw data. Pertaining to patterns of 
injuries, “superficial injury,” “open wound,” “sprain” and 
“dislocation” were classified into mild injuries, while 
“other injuries” were defined as severe injuries. Type of 
injury was further classified as “single-site” and “mul-
tiple-site injury,” while the operation status was defined 
as “yes” if a date for primary operation appeared in the 
record [21, 22]. KNHDS data were analyzed using Python 
3.8.0 (Python Software Foundation, Delaware, USA) after 
data cleansing using Excel (Microsoft Excel 2016, Micro-
soft Corp., Redmond, WA, USA).

Analytical techniques
The present study applied sampling techniques for the 
correction of imbalanced data. Classification models are 
used as scales for assessing the prediction accuracy, but 
because they are created based on balanced data, they are 

inappropriate for imbalanced data [14]. Imbalanced clas-
sification is specifically difficult because of the severely 
skewed class distribution and the unequal misclassifica-
tion costs.

Excessive distribution of the majority class may lead to 
encroachment of the boundary with the minority class, 
and as a result, the minority class generally overlaps a 
part of the majority class space [23].

The difficulty of imbalanced classification is com-
pounded by properties such as dataset size, label noise, 
and data distribution. Most of the predictions will corre-
spond to the majority class and treat the minority class 
features as noise in the data. Due to over-sampling the 
proportion of the minority class may increase and due to 
under-sampling the proportion of the majority class may 
reduce [24]. To address this problem, various re-sampling 
techniques including over-sampling, under-sampling, 
and SMOTE have been used [25].

The study used the ensemble technique for predict-
ing binary classification. Random Forest is a classifica-
tion model that combines bagging and decision tree 
model. It is a model that aggregates multitude of decision 

Fig. 1  Study workflow
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trees outputted to determine the final prediction values 
according to the average or majority voting [26].

Boosting model is an ensemble technique developed by 
Schapire [27], which was created to learn decision trees 
sequentially, each trying to improve on the errors of its 
predecessor. XGBoost is a gradient boosting method 
recently developed by Chen [28], which proved its worth 
in various machine-learning competitions. Owing to sys-
tem optimization through parallelization and pruning; 
performance enhancement through regularization term 
and weighted quantile algorithm, it is faster than con-
ventional gradient boosting machines and allows a gen-
eralized model to be obtained. Moreover, it also offers 
the advantage of being able to use graphic processor 
units due to parallelization. During the training process, 
XGBoost is trained to minimize the objective function 
consisting of loss function and regularization term. The 
regularization term is a term that has been added to limit 
model overfitting. Prediction value and objective func-
tion are as shown below.

The Extra-Trees algorithm, another boosting model, is 
an ensemble learning technique that cumulatively sum-
marizes decision tree outputs. The Extra-Trees algorithm 
is different from other tree-based ensemble techniques as 
it divides the node by selecting a random cut point and 
uses the entire learning sample for growing the tree [29]. 
And, we used 5-fold cross validation, 4 fold are utilized 
for the development of models and the rest one hold is 
utilized for the validation of models performance.

Results
Sample characteristics
The study sample included a total of 55,279 participants 
with a higher percentage of males (n = 32,936, 59.6%) 
than females (n = 22,343, 40.4%). The role of the injured 
person at the time of the accident was as follows: “driver” 
(40.4%), “pedestrian” (17.0%), “passenger” (16.0%). The 
primary site of injuries were the “abdomen and back” 
(20.1%), “head” (20.0%), and “neck” (19.0%), which when 
combined accounted for 60% of all injuries. With respect 
to the pattern of principal injury, the most common was 
“sprain and dislocation” (43.5%), followed by “fracture” 
(20.0%) and “superficial injury” (16.3%). Of the 55,279 
inpatients injured, only 670 (1.2%) died in the hospi-
tal. Moreover, the average age of the patients with mild 
injury was 62.28 years, which was in stark contrast to the 
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average age of 42.79 years for the complete sample. The 
general characteristics of the study population are pre-
sented in Table 1.

In the comparisons of primary and additional diag-
nostic codes for severe and mild injuries, primary diag-
noses for severe injuries were concentrated mostly in 

Table 1  General characteristics of the study population

Items Frequency (%)

Sex
  Male 32,936 (59.6)

  Female 22,343 (40.4)

Severity of injury - Mild
  Superficial injury 9037 (16.3)

  Open wound 1825 (3.3)

  Sprain/dislocation 24,049 (43.5)

Severity of injury - Severe
  Fracture 11,035 (20.0)

  Nerve injury 289 (0.5)

  Blood vessel injury 87 (0.2)

  Internal organ injury 8147 (14.7)

  Muscle injury 457 (0.8)

  Crush injury 119 (0.2)

  Amputation 34 (0.1)

Operation
  Yes 11,788 (21.3)

  No 43,491 (78.7)

Outcome
  Survived 54,609 (98.8)

  Died 670 (1.2)

Primary site of injury
  Head 11,050 (20.0)

  Neck 10,523 (19.0)

  Spine 7 (0.0)

  Chest 4625 (8.4)

  Abdomen/Back 11,129 (20.1)

  Shoulder/Upper Arm 4125 (7.5)

  Forearm 1660 (3.0)

  Wrist/Hand 1669 (3.0)

  Hip/Thigh 1580 (2.9)

  Knee/Lower Leg 5756 (10.4)

  Ankle/Foot 2136 (3.9)

  Multiple Sites 933 (1.7)

  Unknown site 86 (0.1)

Role in accident
  Driver 22,358 (40.4)

  Pedestrian 9411 (17.0)

  Public transit Passenger 8818 (16.0)

  Car passenger 5795 (10.5)

  Person injured while boarding or exiting vehicle 5699 (10.3)
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minority codes, such as “injuries to the hip and thigh” 
(S720, S723 and S724). Additional diagnoses for severe 
injuries were concentrated in “fracture of neck” (S122), 
“sprain of cervical spine” (S134), “fracture of shoul-
der” (S420), and “injury of muscle and tendon at hip 
and thigh” (S764). Contrastingly, the codes for “sprain 
of cervical spine” (S134) and “sprain of lumbar spine” 
(S335) appeared with high frequency as primary diag-
noses for mild injuries, while codes for “contusion 
of knee” (S800), “sprain of cervical spine” (S134), and 
“hypertension” (I109) appeared with high frequency as 
additional diagnoses.

Of the individual primary diagnostic codes that 
summed up to 200 or higher in frequency, any same 
codes did not appear between mild and severe injuries. 
In addition, of the individual additional diagnostic codes 
that summed up to 20 or higher in frequency, there were 
no same codes between mild and severe injuries, except 
for S134 (“sprain and strain of cervical spine”). Thus, the 
results demonstrate differences in the distribution of 
codes for mild and severe injuries. When the additional 
diagnostic codes of these deceased patients were ana-
lyzed, a variety of them appeared, but the codes for dia-
betes mellitus, hypertension, and head injury appeared 
with high frequency.

After classifying mortality as “survived” and “died,” scat-
ter plots were drawn with primary diagnosis as the X axis 
and additional diagnosis as the Y axis (Fig. 2). The results 
showed that there were no deaths in the “Injury of shoul-
der and upper arm, elbow and forearm, wrist and hand” 
(S400 ~ S699) category of primary diagnosis according 
to mortality (1: survived, 2: died) in primary diagnoses. 
Moreover, there were no deaths in the “Infections and 
parasitic diseases” (A09 ~ A39, A490-A530, B009 ~ B09 
and B181 ~ B86) and “Neoplasms” (C17 ~ D48) categories 

of the additional diagnoses. The results indicated a differ-
ence in the distribution of data in the two samples classi-
fied according to mortality.

Examination of differences according to the pattern of 
injury, notwithstanding the differences according to mor-
tality, showed that “superficial injury,” “open wound,” and 
“sprain and dislocation,” which are classified as mild inju-
ries, accounted for 63% of total 34,826 cases. Therefore, 
it was very rare for death to occur in patients with a mild 
injury and no underlying disease. After classifying the 
complete sample data into mild and severe injuries, cross 
analysis was performed with mortality status. Pearson’s 
chi-squared was 952.207, which was significant at a level 
of 0.01. This indicated that the frequency of mortality 
among patients with mild injury was statistically different 
when compared to that of severe injury. Cross analysis 
results showed that in the mild injury group (n = 34, 826), 
39 patients (0.1%) died, while in the severe injury group 
3.1% of the patients died. Accordingly, it was determined 
that there was a major difference in the rate of mortality 
corresponding to the severity of injury.

Importance analysis
The present study used eight predictor variables includ-
ing personal characteristics, injury caused by an accident, 
and disease factors to perform importance analyses. For 
the importance analyses, data over-sampled by SMOTE 
were used and analyses were performed with three dif-
ferent classification algorithms. To use the same variables 
in the comparison of performance between classification 
algorithms, variables below 10% of importance in all clas-
sification algorithms were excluded.

Based on the analysis results, six items, excluding type 
of injury and role in accident, were selected. Primary 
diagnosis and patterns of principal injury had the highest 

Fig. 2  Mortality distribution
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importance; type of accident and operation had moderate 
importance; and age and primary site of injury had rela-
tively low importance. Moreover, there were differences 
in the importance according to the features of classifica-
tion algorithms. For example, the pattern of the principal 
injury showed a high importance in all three algorithms, 
whereas primary diagnosis showed high importance in 
RF and XGBoost, but relatively low importance in Extra-
Trees. Moreover, operation showed a higher importance 
with XGBoost than the other two algorithms, while age 
and primary site of injury showed a higher importance 
with Extra-Trees than the other algorithms (Fig. 3).

Comparison of performance between ensemble 
algorithms
Among the ensemble techniques for classification used 
Random Forest, Extra-Trees, and XGBoost. Four differ-
ent over- and under-sampling techniques were used to 
compare the performance of algorithms using accuracy, 
precision, recall, F1, and MCC.

When the performance of three algorithms were com-
pared (Fig. 4), the samples corrected using random-over 
and cost-sensitive learning showed the highest accuracy, 
but the assessment indicators using precision, recall and 
F1were lower than in SMOTE and random-under tech-
niques. Moreover, SMOTE and random-under showed 
similar patterns in four assessment indicators. In the 
analyses using Random Forest and Extra-Trees algo-
rithms, random-under technique showed superior per-
formance than the SMOTE. However, in the analysis 
using the XGBoost algorithm, there was no significant 
difference between the SMOTE and random-under sam-
pling techniques, but the XGBoost was found to show 
slightly superior performance in all four indicators, 
including accuracy. With respect to accuracy, which is a 

general performance assessment indicator, samples cor-
rected using cost-weight technique showed excellent 
accuracy, and in particular, best accuracy of 99% was 
recorded when XGBoost was used. However, accuracy 
indicators have limitations in imbalanced samples, and 
thus, it is important to test the performance using other 
indicators such as precision, recall, F1, and MCC. With 
respect to these three performance indicators, the best 
performance of 86% was obtained with samples corrected 
using the SMOTE and analyzed using the XGBoost 
algorithm.

Based on patterns of principal injury, mortality pre-
diction was measured in 20,263 patients that were 
classified as having “severe injury”, after excluding 
“mild injuries”. The results showed improvement in 
performance indicators, as compared to when the full 
model was used. In particular, improvement in perfor-
mance indicators was achieved especially when sam-
ples were corrected using random-over sampling and 
cost-weight techniques.

Analysis of differences between sample correction 
techniques
For sample correction, three over-sampling and one 
under-sampling techniques were used. Three over-
sampling techniques used were random over-sampling, 
SMOTE, and cost-sensitive learning. The analysis results 
showed differences in the performance indicators in the 
assessment by sample correction technique (Fig. 5).

For the most general indicator “accuracy,” samples cor-
rected using the cost-sensitive learning showed good 
accuracy; however, samples corrected using the random-
under sampling technique showed superior results for 
the three performance assessment indicators other than 
accuracy.

Fig. 3  Importance analysis results
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In particular, the performance of the random-under 
sampling technique could be viewed as being excellent 
considering that “accuracy” indicator has limitations in 
imbalanced samples; “precision” and “recall” are impor-
tant indicators; and “F1,” “MCC” are also a chief indicator. 

Therefore, for imbalanced data such as RTA mortality, 
under-sampling would be preferable over over-sampling.

When the full sample was used, accuracy was high, 
but “precision,” “recall,” and “F1” were low, which was 
viewed as a problem due to imbalanced sample. When 

Fig. 4  Comparison of algorithm performance
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analysis was performed with samples consisting of 
severe injuries, “accuracy” was high, but “precision,” 
“recall,” and “F1” values improved. Accordingly, the 
problem due to imbalanced sample was alleviated.

Discussion
The present study implemented imbalanced sample cor-
rection and ensemble classification techniques to pre-
dict the performance of RTA mortality classification. The 
data used in the study spanned five years (2013–2017) 
and was extracted from KNHDS data collected by the 
Korea Disease Control and Prevention Agency. Among 
the KNHDS items, data regarding patient demographics, 
accident circumstances, and injury/disease characteris-
tics were used to investigate the factors influencing mor-
tality, which was the classification criterion.

There were 1030 primary diagnostic codes for 55,279 
RTA trauma patients, which made up the sample in 

the present study. Of these, “intracranial injury” (S065, 
S066 and S062) showed a high frequency; 58.7%, 
patients were assigned the top 20 primary diagnostic 
codes, which were similar to external injuries caused by 
RTA. Moreover, among additional diagnoses, “hyper-
tension” (I109), “contusion of knee” (S800), “multiple 
superficial injuries” (T009), “sprain of cervical spine” 
(S134), and “type II Diabetes Mellitus” (E119) showed 
high frequency; 875 codes with a frequency of one were 
included and the total number of additional diagnostic 
codes was 7673.

Among the primary diagnostic codes, “intracranial 
injury” (S061, S068) and “multiple fracture of ribs” 
(S224) showed high mortality rate, while “pleurisy” 
(J90) and “pneumonia” (J189) codes showed high mor-
tality rate among the additional diagnostic codes. Such 
differences in mortality rates according to codes were 
confirmed through scatter plots using primary and 
additional diagnoses as the axes. Moreover, injuries 

Fig. 5  Comparison of sample correction methods
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that were classified as mild injuries, such as “super-
ficial injury,” “open wound,” and “sprain and disloca-
tion,” showed lower mortality rate than severe injuries. 
Moreover, the average age of patients with mild injury 
was 62.28 years, which was considerably higher than 
the average age of 42.79 years for the complete sample 
population. Among the patients who died, there were 
many who had underlying diseases, such as hyperten-
sion and diabetes mellitus. For external causes of injury, 
such as in RTA, with large differences in mortality rate 
according to diagnostic code and type of injury, we 
hypothesized that prediction of mortality by classifying 
the patients according to severity would produce more 
accurate results.

The RTA samples extracted from KNHDS were large in 
size, but the mortality rates were imbalanced. Moreover, 
considering previous studies reporting that distortion 
may occur during accuracy measurement when raw data 
are used for classification prediction of imbalanced data, 
imbalanced data were corrected using over- and under-
sampling techniques. Furthermore, the variables used 
in the analysis were standardized considering that they 
have varying characteristics and units. Algorithms, such 
as Random Forest, Extra-Trees, and XGBoost, were also 
used considering the outstanding performance of ensem-
ble algorithms in classification.

Comparison of the performance of the classification 
algorithms showed differences between performance 
assessment indicators according to the algorithm. Accu-
racy, which is the most general performance assessment 
indicator, was highest with all classification algorithms in 
samples corrected using random-over and cost-sensitive 
learning, which confirmed the significance of the model. 
However, other assessment indicators besides accuracy, 
meaning “precision,” “recall,” and “F1,” were low. Con-
sidering that previous studies have reported that using 
“precision,” “recall,” ““F1,” and “MCC” indicators are more 
valid than using “accuracy” for imbalanced data, it was 
determined that there are limitation in using “accuracy.”

Among the sample correction techniques, SMOTE 
and random-under did not show distortion that was as 
severe as the random-over and cost-sensitive learning 
and showed similar patterns in four model performance 
indicators. Among the two sampling techniques, ran-
dom-under technique was superior than SMOTE in anal-
yses using Random Forest and Extra-Trees algorithms. 
While there were no significant differences between the 
SMOTE and random-under techniques in the XGBoost 
algorithm, the XGBoost technique was slightly superior 
for all four indicators, including accuracy.

Accuracy results were excellent in samples that were 
sampled using cost-sensitive learning, and in particular, 
the best “accuracy” of 99% was recorded when XGBoost 

was used. However, considering that “precision,” “recall,” 
“F1,” and “MCC” are more important than “accuracy” 
in imbalanced samples, under-sampling was superior 
than over-sampling. However, the optimal combination 
between sampling technique and classification algorithm 
was samples corrected using the SMOTE technique and 
analyzed using the XGBoost algorithm.

To conclude, analysis of types of injuries caused by 
RTA, while excluding mild injuries classified as “super-
ficial injury,” “open wound,” and “sprain and dislocation” 
that have low association with mortality, showed that 
“precision,” “recall,” and” “F1,” and “MCC” which are per-
formance indicators other than “accuracy” in imbalanced 
samples improved in performance relative to the full 
sample. In all three algorithms used in the present study, 
performance improvement relative to the full sample and 
the XGBoost algorithm was found to be slightly superior.

These findings also highlight the need to classify man-
agement methods according to the types of injuries when 
managing RTA patients and to identify and control the 
RTA environment that leads to severe injuries. Moreover, 
from a statistical methodology perspective, there is also 
the need to conduct additional analyses using SVM, or 
other sampling techniques, and feature selection methods 
such as SHAP and LIME. In addition, since this research 
data is periodically collected national statistical data, the 
data of the next cycle can be used for verification.

The present study was significant as it presented the 
results of an empirical comparison of the validity of sam-
pling techniques and classification algorithms that affect the 
accuracy of imbalanced samples by combining two tech-
niques. These findings can be used as reference data in clas-
sification analyses of imbalanced data in the medical field.
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